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Foreword

Computers are good at many things that we are not good at, like sorting a
long list of numbers and cal culating the trajectory of arocket, but they are not
at all good at things that we do easily and without much thought, like seeing
and hearing. In the early days of computers, it was not obvious that vision was
adifficult problem. Today, despite great advances in speed, computers are still
limited in what they can pick out from a complex scene and recognize. Some
progress has been made, particularly in the area of face processing, which is
the subject of this monograph.

Faces are dynamic objects that change shape rapidly, on the time scale
of seconds during changes of expression, and more slowly over time as we
age. We use faces to identify individuals, and we rely of facial expressionsto
assess feelings and get feedback on the how well we are communicating. Itis
disconcerting to talk with someonewhosefaceisamask. If wewant computers
to communicate with us, they will have to learn how to make and assess facial
expressions. A method for automating the analysis of facial expressionswould
be useful in many psychological and psychiatric studies as well as have great
practical benefit in business and forensics.

The research in this monograph arose through a collaboration with Paul
Ekman, which began 10 years ago. Dr. Beatrice Golomb, then a postdoctoral
fellow in my laboratory, had developed a neural network called Sexnet, which
could distinguish the sex of person from a photograph of their face (Golomb
et a., 1991). Thisisadifficult problem since no single feature can be used to
reliably make this judgment, but humans are quite good at it. This project was
the starting point for a major research effort, funded by the National Science
Foundation, to automate the Facial Action Coding System (FACS), devel oped
by Ekman and Friesen (1978). Joseph Hager made amajor contribution in the
early stages of thisresearch by obtaining a high quality set of videos of experts
who could produce each facial action. Without such alarge dataset of |abeled
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images of each action it would not have been possible to use neural network
learning agorithms.

In this monograph, Dr. Marian Stewart Bartlett presents the results of her
doctoral research into automating the analysis of facial expressions. When she
began her research, one of the methods that she used to study the FACS dataset,
anew agorithmfor Independent Component Analysis(ICA), had recently been
developed, so she was pioneering not only facial analysis of expressions, but
alsotheinitial exploration of ICA. Her comparison of | CA with other algorithms
on the recognition of facial expressionsis perhaps the most thorough analysis
we have of the strengths and limits ICA.

Much of human learning is unsupervised; that is, without the benefit of an
explicit teacher. The goal of unsupervised learning isto discover the underly-
ing probability distributions of sensory inputs (Hinton and Sejnowski, 1999).
Or as Yogi Berra once said, "You can observe a lot just by watchin'." The
identification of an object in an image nearly always depends on the physical
causes of theimage rather than the pixel intensities. Unsupervised learning can
be used to solve the difficult problem of extracting the underlying causes, and
decisions about responses can be left to a supervised learning agorithm that
takes the underlying causes rather than the raw sensory data as its inputs.

Several types of input representation are compared here on the problem of
discriminating between facial actions. Perhapsthe most intriguing result isthat
two different input representations, Gabor filters and a version of ICA, both
gave excellent results that were roughly comparable with trained humans. The
responses of ssimple cellsin the first stage of processing in the visual cortex of
primates are similar to those of Gabor filters, which form aroughly statistically
independent set of basis vectors over awide range of natural images (Bell and
Sejnowski, 1997). The disadvantage of Gabor filtersfrom an image processing
perspective is that they are computationally intensive. The ICA filters, in
contrast, are much more computationally efficient, since they were optimized
for faces. The disadvantage isthat they aretoo specialized abasis set and could
not be used for other problemsin visual pattern discrimination.

One of the reasons why facial analysisis such a difficult problem in visual
pattern recognition is the great variability in the images of faces. Lighting
conditions may vary greatly and the size and orientation of the face make the
problem even more challenging. The differences between the same face under
these different conditions are much greater than the differences between the
faces of different individuals. Dr. Bartlett takes up this challengein Chapter 7
and shows that learning algorithms may also be used to help overcome some
of these difficulties.

The results reported here form the foundation for future studies on face
analysis, and the same methodology can be applied toward other problemsin
visual recognition. Although there may be something special about faces, we



XV

may have learned a more general lesson about the problem of discriminating
between similar complex shapes: A few good filters are al you need, but each
class of object may need a quite different set for optimal discrimination.

Terrence J. Sgfnowski
LaJolla, CA
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Chapter 1

SUMMARY

One of the challenges of teaching a computer to recognize faces is that we
do not know a priori which features and which high order relations among
those features to parameterize. Our insight into our own perceptual processing
is limited. For example, image features such as the distance between the
eyes or fitting curves to the eyes give only moderate performance for face
recognition by computer. Much can be learned about image recognition from
biological vision. A sourceof information that appearsto be crucial for shaping
biological visionisthe statistical dependenciesin the visual environment. This
information can be extracted through unsupervised learning'. Unsupervised
learning finds adaptive image featuresthat are specialized for aclass of images,
such as faces.

This book explores adaptive approaches to face image analysis. It draws
upon principles of unsupervised learning and information theory to adapt pro-
cessing to the immediate task environment. In contrast to more traditional
approaches to image analysis in which relevant structure is determined in
advance and extracted using hand-engineered techniques, this book explores
methods that | earn about the image structure directly from the image ensemble
and/or have roots in biological vision. Particular attention is paid to unsuper-
vised learning techniquesfor encoding the statistical dependenciesintheimage
ensemble.

Horace Barlow has argued that redundancy in the sensory input contains
structural information about the environment. Completely non-redundant stim-
uli are indistinguishable from random noise, and the percept of structure is

1*Unsupervised” means that thereis no explicit teacher. Object labels and correct answers are not provided
during learning. Instead, the system |learns through a general objective function or set of update rules.
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driven by the dependencies (Barlow, 1989). Bars and edges are examples of
such regularitiesin vision. It has been claimed that the goal of both unsuper-
vised learning, and of sensory coding in the neocortex, is to learn about these
redundancies (Barlow, 1989; Field, 1994; Barlow, 1994). Learning mecha
nisms that encode the dependencies that are expected in the input and remove
them from the output encode important structure in the sensory environment.
Such mechanismsfall under the rubric of redundancy reduction.

Redundancy reduction has been discussed in relation to the visual system
at severa levels. A first-order redundancy is mean luminance. Adaptation
mechani smstake advantage of thisnonrandom feature by using it asan expected
value, and expressing values relative to it (Barlow, 1989). The variance, a
second-order statistic, istheluminancecontrast. Contrast appearsto beencoded
relative to the mean contrast, as evidenced by contrast gain control mechanisms
in V1 (Heeger, 1992). Principal component analysis is a way of encoding
second order dependencies in the input by rotating the axes to correspond to
directions of maximum covariance. Principal component analysis provides a
dimensionality-reduced code that separates the correlationsin the input. Atick
and Redlich (Atick and Redlich, 1992) have argued for such decorrelation
mechanisms as a genera coding strategy for the visual system.

This book argues that statistical regularities contain important information
for high level visual functions such as face recognition. Some of the most
successful algorithms for face recognition are based on learning mechanisms
that are sensitive to the correlations in the face images. Representations such
as"eigenfaces’ (Turk and Pentland, 1991) and "holons" (Cottrell and Metcalfe,
1991), are based on principal component analysis (PCA), which encodes the
correlational structure of the input, but does not address high-order statistical
dependencies. High order dependenciesare relationshipsthat cannot be cannot
be captured by alinear predictor. A sinewave y = sin(z) issuch an example.
Thecorrelationbetweenz andy iszero, yety isclearly dependent onz. Inatask
such as face recognition, much of the important information may be contained
in high-order dependencies. Independent component analysis (ICA) (Comon,
1994) is a generalization of PCA which learns the high-order dependencies
in the input in addition to the correlations. An agorithm for separating the
independent components of an arbitrary dataset by information maximization
was recently developed (Bell and Sejnowski, 1995). This algorithm is an
unsupervised learning rule derived from the principle of optimal information
transfer between neurons (Laughlin, 1981; Linsker, 1988; Atick and Redlich,
1992). This book applies ICA to face image analysis and compares it to other
representations including eigenfaces and Gabor wavelets.

Desirablefilters may be those that are adapted to the patterns of interest and
capture interesting structure (Lewicki and Sejnowski, 2000). The more the
dependencies that are encoded, the more structure that islearned. Information
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theory provides ameansfor capturing interesting structure. Information maxi-
mi zation leadsto an efficient code of the environment, resulting in morelearned
structure. Such mechanisms predict neural codesin both vision (Olshausenand
Field, 1996a; Bell and Sgjnowski, 1997; Wachtler et al., 2001) and audition
(Lewicki and Olshausen, 1999).

Chapter 2 reviews unsupervised learning and information theory, including
Hebbian learning, PCA, mimimum entropy coding, and ICA. Relationships
of these learning objectives to biological vision are aso discussed. Self-
organization in visua development appearsto be mediated by learning mecha-
nisms sensitive to the dependenciesin the input. Chapter 3 develops represen-
tations for face recognition based on statistically independent components of
faceimages. The ICA agorithm was applied to a set of face images under two
architectures, one which separated a set of independent images across spatial
location, and asecond which found afactorial feature code acrossimages. Both
ICA representations were superior to the PCA representation for recognizing
faces across sessions and changes in expression. A combined classifier that
took input from both ICA representations outperformed PCA for recognizing
images under all conditions tested.

Chapter 4 reviews automated facial expression analysis and introduces the
Facial Action Coding System (Ekman and Friesen, 1978). Chapters 5 and 6
compare image representations for facial expression analysis, and demonstrate
that learned representations based on redundancy reduction of the graylevel
face image ensemble are powerful for face image analysis. Chapter 5 showed
that PCA, which encodes second-order dependencies through unsupervised
learning, gave better recognition performance than a set of hand-engineered
feature measurements. The results also suggest that hand-engineered features
plus principal component representations may be superior to either one alone,
since their performances may be uncorrelated.

Chapter 6 compared the ICA representation described above to more than
eight other image representations for facial expression analysis. These in-
cluded analysis of facial motion through estimation of optical flow; holistic
gpatia analysis based on second-order image statistics such as principal com-
ponent analysis, local feature analysis, and linear discriminant analysis; and
representations based on the outputs of local filters, such as a Gabor wavelet
representations and local PCA. These representations were implemented and
tested by my colleague, Gianluca Donato. Performance of these systems was
compared to naive and expert human subjects. Best performance was obtained
using the Gabor wavelet representation and the independent component rep-
resentation, which both achieved 96% accuracy for classifying twelve facia
actions. The results provided converging evidence for the importance of pos-
sessing locdl filters, high spatial frequencies, and statistical independence for
classifying facial actions. Relationships between Gabor filters and independent
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component analysis have been demonstrated (Bell and Sejnowski, 1997; Si-
moncelli, 1997).

Chapter 7 addresses representations of faces that are invariant to changes
such as an alteration in expression or pose. Tempora redundancy contains
information for learning invariances’ . Different views of aface tend to appear
in close tempora proximity as the person changes expression, pose, or moves
through the environment. There are several synaptic mechanisms that might
depend on the correlation between synaptic input at one moment, and post-
synaptic depolarization at alater moment. Chapter 7 model ed the devel opment
of viewpoint invariant responsesto faces from visual experiencein abiological
system by encoding spatio-temporal dependencies. The simulations combined
temporal smoothing of activity signals with Hebbian learning (Foldiak, 1991)
in a network with both feed-forward connections and a recurrent layer that
was a generalization of a Hopfield attractor network. Following training on
sequences of graylevel images of faces as they changed pose, multiple views
of a given face fell into the same basin of attraction, and the system acquired
representations of faces that were approximately viewpoint invariant.

These results support the theory that employing learning mechanisms that
encode dependencies in the input and remove them from the output is a good
strategy for object recognition. A representation based on the second-order
dependenciesin the face images outperformed a representation based on a set
of hand-engineered feature measurementsfor facial expression recognition, and
a representation that separated the high order dependencies in addition to the
second-order dependencies outperformed representations that separated only
the second-order dependencies for both identity recognition and expression
recognition. In addition, learning strategies that encoded the spatio-temporal
redundanciesin the input extracted structure relevant to visual invariances.

2“|nvariance” in vision refers to the consistency of object identity despite alterations in the input due to
trandlation, rotation, changesin lighting, and changesin scale. One god is to learn object representations
that are unaltered by (invariant to) such changesin the input



Chapter 2

INTRODUCTION

1. UNSUPERVISED LEARNING IN OBJECT
REPRESENTATIONS

How can aperceptual system learn to recognize propertiesof itsenvironment
without being told which featuresit should analyze, or whether itsdecisionsare
correct? When there is no external teaching signal to be matched, some other
goal is required to force a perceptual system to extract underlying structure.
Unsupervised learning is related to Gibson's concept of discovering “affor-
dances’ in the ervironment (Gibson, 1986). Structure and information are
afforded by the external stimulus, and it is the task of the perceptua system
to discover this structure. The perceptual system must learn about the under-
lying physical causes of observed images. One approach to self-organization
is to build generative models that are likely to have produced the observed
data. The parameters of these generative models are adjusted to optimize the
likelihood of the data within constraints such as basic assumptions about the
model architecture. A second class of objectives is related to information
preservation and redundancy reduction. These approaches are reviewed here.
The two approaches to unsupervised learning are not mutually exclusive, and
it is often possible, as will be seen below, to ascribe a generative architec-
ture to an information preservation objective, and to build generative models
with objectives of information preservation. See (Becker and Plumbley, 1996)
for a thorough discussion of unsupervised learning. Hinton and Sejnowski’s
Unsupervised Learning: Foundations of Neural Computation (Hinton and Se-
jnowski, 1999) contains an anthology of many of the works reviewed in this
chapter. A recommended background text is Dana Ballard's Introduction to
Natural Computation (Ballard, 1997).
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1.1. Generative modes

One approach to unsupervised learning attempts to devel op arepresentation
of the data by characterizing its underlying probability distribution. In this
approach, aprior model ®, isassumed which constrainsthe general form of the
probability density function. The particular model parameters are then found
by maximizing the likelihood of the model having generated the observed data.
A mixture of Gaussians model, for example, assumes that each data point was
generated by a combination of causes ¢;, where each cause has a Gaussian
distribution with a mean w;, variance o;, and prior probabilities or mixing
proportions, ;. The task is to learn the parameters (u;, o;, m;) for al 4 that
were most likely to have generated the observed data.

Let x = [z1...xz,] denote the observed data where the n samples are inde-
pendent. The probability of the data given the model is given by

P(x|®) =3, P(x[¢i)P(¢i) (2.1)
= I1; 225 P(xj|di) P(5) (2.2)

The probability of the data is defined in terms of the prior probability of
each of the submodels P(¢;) and the posterior probability of the data given
the submodel, P(x|¢;), where ¢; is defined as (u;, 0, 7;). The parameters of
each of the submodels, (u;, 04, m;), are found by performing gradient ascent
on 2.2. The log probability, or likelihood, is usually maximized in order to
facilitate calculation of the partial derivatives of 2.2 with respect to each of the
parameters. Such models fall into the class of “generative” models, in which
the model is chosen asthe one most likely to have generated the observed data.

Maximum likelihood modelsareaform of aBayesianinferencemodel (Knill
and Richards, 1996). The probability of the model given the dataiis given by

P(x|®)P(®)

@) = =5

(2.3
The maximum likelihood cost function maximizes P(x|®), which, under the
assumption of a uniform prior on the model P(®), also maximizes P(®|x),
since P(x) isjust ascaling factor.

A variant of the mixture of Gaussians generative model is maximum like-
lihood competitive learning (Nowlan, 1990). Asin the mixture of Gaussians
model, the posterior probability p(z;|¢;) is given by a Gaussian with center
u;. The prior probabilities of the submodels P(¢;), however, are learned from
the data as a weighted sum of the input data, passed through a soft-maximum
competition. These prior probabilities give the mixing proportions, ;.

In generative models, the model parameters are treated as network weights
inan unsupervised learning framework. There can be relationshipsbetween the
update rules obtained from the partial derivative of such objective functionsand
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other unsupervised |learning rules, such asHebbian learning (discussed below in
Section 1.6). For example, the update rulefor maximum likelihood competitive
learning (Nowlan, 1990) consists of a normalized Hebbian component and a
weight decay.

A limitation of generative models is that for al but the simplest models,
each pattern can be generated in exponentially many ways and it becomes
intractableto adjust the parametersto maximizethe probability of the observed
patterns. The Helmholtz Machine (Dayan et a., 1995) presents a solution to
this combinatorial explosion by maximizing an easily computed lower bound
on the probability of the observations. The method can be viewed as aform of
hierarchical self-supervised learning that may relate to feed-forward and feed-
back cortical pathways. Bottom-up "recognition” connectionsconvert theinput
into representations in successive hidden layers, and top-down "generative"
connections reconstruct the representation in one layer from the representation
in the layer above. The network uses the inverse (“recognition”) model to
estimate the true posterior distribution of the input data.

Hinton (Hinton et al., 1995) proposed the “wake-sleep” algorithm for mod-
ifying the feedforward (recognition), and feedback (generative) weights of the
Helmholtz machine. The “wake-sleep” algorithm employs the objective of
“minimum description length” (Hinton and Zemel, 1994). The aim of learning
is to minimize the total number of bits that would be required to commu-
nicate the input vectors by first sending the hidden unit representation, and
then sending the difference between the input vector and the reconstruction
from the hidden unit representation. Minimizing the description length forces
the network to learn economical representations that capture the underlying
regularitiesin the data.

A cost function C is defined as the total number of bits required to describe
all of the hidden statesin al of the hidden layers, «, plusthe cost of describing
the remaining information in the input vector d given the hidden states.

C(a,d) = C(a)C(d|a) (2.4
The algorithm minimizes expected cost over all of the hidden states

E(C(a,d)) = ZQ(oAd)C(a,d) (2.5)

The conditional probability distribution over the hidden unit representations
Q(a|d), needs to be estimated in order to compute the expected cost. The
“wake-sleep” algorithm estimates Q («|d) by driving the hidden unit activities
viarecognition connections from the input. These recognition connections are
trained, in turn, by activating the hidden units and estimating the probability
distributions of the input by generating “hallucinations’ via the generative
connections. Because the units are stochastic, repeating this process produces
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may different hallucinations. The hallucinations provide an unbiased sample
of the network’s model of the world.

Duringthe"wake" phase, neuronsare driven by recognition connections, and
the recognition model is used to define the objective function for learning the
parameters of the generative model. The generative connections are adapted
to increase the probability that they would reconstruct the correct activity
vector in the layer below. During the “Sleep” phase, neurons are driven by
generative connections, and the generative model is used to define the objective
function for learning the parameters of the recognition model. The recognition
connections are adapted to increase the probability that they would producethe
correct activity vector in the layer above.

The description length can be viewed as an upper bound on the negative log
probability of the datagiven the network’s generative model, so thisapproachis
closely related to maximum likelihood methods of fitting model sto data (Hinton
et a., 1995). It can be shown that Bayesian inference models are equivalent
to a minimum description length principle (Mumford, 1996). The generative
models described in this section therefore fall under rubric of efficient coding.
Another approach to the objective of efficient coding is explicit reduction of
redundancy between units in the input signal. Redundancy can by minimized
with the additional constraint on the number of coding units, as in minimum
description length, or redundancy can be reduced without compressing the
representation in a higher dimensional, sparse code.

1.2. Redundancy reduction as an organizational principle

Redundancy reduction has been proposed as a general organizational princi-
ple for unsupervised learning. Horace Barlow (Barlow, 1989) has argued that
statistical redundancy contains information about the patterns and regularities
of sensory stimuli. Completely non-redundant stimuli are indistinguishable
from random noise, and Barlow claims that the percept of structure is driven
by the dependencies. The set of points on the left of Figure 2.1 was selected
randomly from a Gaussian distribution, whereas half of the points on the right
were generated by rotating an initial set of points about the centroid of the dis-
tribution. This simple dependence between pairs of dots produced a structured
appearance.

According to Barlow’s theory, what is important for a system to detect is
new statistical regularitiesin the sensory input that differ from the environment
to which the system has been adapted. Barlow termed these new dependencies
“suspicious coincidences” Bars and edges, for example, are locations in the
visual input at which there is phase alignment across multiple spatial scales,
and therefore constitute a “ suspicious coincidence” (Barlow, 1994).

Learning mechanisms that encode the redundancy that is expected in the
input and remove it from the output enable the system to more reliably detect
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Figure 2.1. The percept of structure is driven by the dependencies. LEFT: A set of points
selected from a Gaussian distribution. RIGHT: Half of the points were selected from a Gaussian
distribution, and the other half were generated by rotating the points5° about the centroid of the
distribution. Figureinspired by Barlow (1989).

these new regularities. Learning such a transformation is equivalent to mod-
eling the prior knowledge of the statistical dependenciesin the input (Barlow,
1989). Independent codes are advantageous for encoding complex objects that
are characterized by high order combinations of features because the prior
probability of any particular high order combination islow. Incoming sensory
stimuli are automatically compared against the null hypothesis of statistical
independence, and suspicious coincidences signaling a new causal factor can
be more reliably detected.

Barlow pointedto redundancy reduction at several levelsof thevisual system.
Refer to Figure 2.2. A first-order redundancy is mean luminance. Adaptation
mechani smstake advantage of thisnonrandom featureby using it asan expected
value, and expressing values relative to it (Barlow, 1989). The variance, a
second-order statistic, istheluminancecontrast. Contrast appearsto beencoded
relative to thelocal mean contrast, as evidenced by the “simultaneous contrast”
illusion, and by contrast gain control mechanisms observed in V1 (Heeger,
1992).

1.3.  Information theory

Barlow proposed an organizational principlefor unsupervised learning based
on information theory. The information provided by a given response z is
defined as the number of bits required to communicate an event that has prob-
ability P(z) under adistribution that is agreed upon by the sender and receiver
(Shannon and Weaver, 1949):

I(z) = —loga P(x) (2.6)
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a

Figure2.2. Redundancy reduction in the visual system. a. Luminance adaptation. The center
squaresarethe same shade of gray, but the square on the left appears darker than the squareonthe
right. b. Contrast adaptation. The center squares have the same contrast, but the square on the
left appearsto have higher contrast than the square on theright. Thisis called the simultaneous
contrast effect.

Information is inversely proportional to the probability, and can be thought of
as “surprise” The entropy of a response distribution, H(z), is the expected
value of the information:

H(z) = =) P(z)log2P(x) 2.7

Entropy is maximized by a uniform distribution, and is minimized by highly
kurtotic (sharply peaked) distributions. Thejoint entropy betweentwo variables
1 and x5 can be calculated as

H(z1,22) = H(z1) + H(z2) — (71, 72) (2.8)

where I(z1, z2) isthe mutual information between z; and x5, which is calcu-
lated from 2.6 using the joint probability density P(z1, z2).

Barlow argued for minimum entropy coding as a general representational
strategy. Minimum entropy, highly kurtoticcodes, havelow mutual information
between the elements. Thisis because the joint entropy of a multidimensional
code is defined as the sum of the individual entropies minus the mutua in-
formation between the elements (2.8). Since the joint entropy of the code
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stays constant, by minimizing the sum of the individual entropies, the mutual
information term is also minimized. Another way to think of this is moving
the redundancy from between the elements to redundancy within the distribu-
tions of the individual elements (Field, 1994). The distributions of individual
elements with minimum entropy are redundant in the sense that they almost
awaystake on the same value.

Atick and Redlich (Atick and Redlich, 1992) approach the objective of
redundancy reduction from the perspective of efficient coding. They point
out that natural stimuli are very redundant, and hence the sample of signals
formed by an array of sensory receptors is inefficient. Atick (Atick, 1992)
described evolutionary advantages of efficient coding such as coping with
information bottlenecks due to limited bandwidth and limited dynamic range.
Atick argued for the principle of efficiency of information representation as a
design principle for sensory coding, and presented examples from the blowfly
and the mammalian retina

1.4. Redundancy reduction in the visual system

The large monopolar cells (LMC) in the blowfly compound eye eliminate
inefficiency dueto unequal use of neural responselevels(Laughlin, 1981). The
most efficient response gain is the one such that the probability distribution of
the outputsis constant for al output states (maximum entropy). Thesolutionis
to match the gain of the transfer function to the cumulative probability density
of the input. Laughlin (Laughlin, 1981) measured the cumulative probability
density of contrast in the fly’s environment, and found a close match between
the gain of the LM C neurons and the cumulative probability density function.

Atick made a similar argument for the modulation transfer function (MTF)
of the mammalian retina. The cumulative density of the amplitude spectrum
of natural scenes is approximately 1/f where f is frequency! (Field, 1987).
The MTF makes an efficient code by equalizing the response distribution of
the output over spatial frequency. Atick demonstrated that multiplying the
experimentally observed retinal MTF'sby 1/ f produces an approximately flat
output for frequencieslessthan 3 cycles per degree. Atick refersto suchtransfer
functions as whitening filters, since they equalize the response distribution of
the output over all frequencies.

Macleod and von der Twer (Macleod and von der Twer, 1996) generalized
Laughlin’s analysis of optimal gain control to the presence of noise. In the
noiseless case, the gain that maximizes the information transfer is the one that
matches the cumulative probability density of the input, but in the presence of
noise, the optimal transfer function has a shallower slope in order to increase

L gpatial frequency isdetermined by a Fourier transform on the wave form defined by brightnessasafunction
of spatial position. In 2D images, a 1-D analysisis repeated at multiple orientations.
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thesignal-to-noiseratio. Macleod and von der Twer defined an optimal transfer
function for color coding, which they termed the “pleistochrome,” that max-
imizes the quantity of distinguishable colors in the presence of output noise.
The analysis addressed the case of a single input z and output y, and used a
criterion of minimum mean sguared reconstruction error of the input, given
the output plus output noise with variance . The minimum squared error
criterion performs principal component analysis which, as will be discussed
in the next section, maximizes the entropy of the output for the single unit
case. In the presence of noise, the optimal transfer function was a gain propor-
tional to & (P% (:1:)) , which was |ess than the cumul ative probablility density,
and modulated by the amount of noise, . Macleod and von der Twer found
that the pleistochrome based on the distribution of cone responses along the
S — (L+ M) axis® accounted well for the spectral sensitivity of the blue-yellow
opponent channel observed at higher levels in the primate visual system.

These analyses have presented means for maximizing efficiency of coding
for a single input and output. Principal component analysis is a means of
reducing redundancies between multiple outputs. Atick and Redlich (Atick
and Redlich, 1992) have argued for compact decorrel ating mechanisms such as
principal component analysisasageneral coding strategy for thevisual system.
PCA decorrelatestheinput through an axisrotation. PCA providesaset of axes
for encoding the input in fewer dimensions with minimum loss of information,
in the squared error sense. Principal component analysis is an example of a
coding strategy that in Barlow’s formulation, encodes the correlations that are
expected in the input and removes them from the output.

1.5.  Principal component analysis

Principal component analysis (PCA) finds an orthonormal set of axes point-
ing in the directions of maximum covariance in the data. Let X be a dataset
in which each column is an observation and each row is a measure with zero
mean. The principal component axes are the eigenvectors of the covariance
matrix of the measures, %X XT, where N isthe number of observations. The
corresponding eigenvalues indicate the proportion of variability in the data for
which each eigenvector accounts. The first principal component pointsin the
direction of maximum variability, the second eigenvector points in the direc-
tion of maximum variability orthogonal to the first, and so forth. The data are
recoded in terms of these axes by vector projection of each data point onto
each of the new axes. Let P be the matrix containing the principal component
eigenvectors in its columns. The PCA representation for each observation is

2Blue-yellow axis. S, M, and L stand for short, medium, and long wavelength selective cones. These
correspond roughly to blue, green, and red. L+M corresponds to yellow.
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obtained in the rows of A by

A=XTp (2.9)

The eigenvectors in P can be considered a set of weights on the data, X,
where the outputs are the coefficients in the matrix, A. Because the principal
component eigenvectors are orthonormal, they are aso basis vectors for the
dataset X. Thisis shown as follows. Since P is symmetric and the columns
of P are orthonormal, PPT = I, where I is the identity matrix, and right
multiplication of 2.9 by P” gives AP = X. Theoriginal data can therefore
be reconstructed from the coefficients A using the eigenvectors in P now as
basisvectors. A lower dimensional representation can be obtained by selecting
a subset of the principal components with the highest eigenvalues, and it can
be shown that for a given number of dimensions, the principal component
representation minimizes mean squared reconstruction error.

Because the eigenvectors point in orthogonal directionsin covariance space,
the principal component representation is uncorrelated. The coefficients for
one of the axes cannot be linearly predicted from the coefficients of the other
axes. Another way to think about the principal component representation is
in terms of the generative models described in Section 1.1. PCA models the
data as a multivariate Gaussian where the covariance matrix is restricted to be
diagonal. 1t can be shown that agenerative model that maximizesthelikelihood
of the data given a Gaussian with a diagonal covariance matrix is equivalent
to minimizing mean squared error of the generated data. PCA can also be
accomplished through Hebbian learning, as described in the next section.

1.6. Hebbian learning

Hebbian learning is an unsupervised learning rule that was proposed as a
model for activity dependent modification of synaptic strengths between neu-
rons (Hebb, 1949). The learning rule adjusts synaptic strengths in proportion
to the activity of the pre and post-synaptic neurons. Because simultaneously
active inputs cooperate to produce activity in an output unit, Hebbian learning
finds the correlational structure in the input. See (Becker and Plumbley, 1996)
for areview of Hebbian learning.

For a single output unit, it can be shown that Hebbian learning maximizes
activity variance of the output, subject to saturation bounds on each weight,
and limitson thetotal connection strength to the output neuron (Linsker, 1988).
Sincethefirst principal component correspondsto the weight vector that maxi-
mizesthevariance of the output, then Hebbian learning, subject to the constraint
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that the weight vector has unit length, is equivalent to the finding first principal
component of the input (Oja, 1982).

For asingle output unit, y, where the activity of y isthe weighted sum of the
input, y = >, w;z;, the smple Hebbian learning a gorithm

Aw; = ax;y (2.10)

with learning rate « will move the vector w = [wy, ..., wy,] towards the first
principal component of theinput z. Inthesimplelearning algorithm, thelength
of w is unbounded. Oja modified this algorithm so that the length of w was
normalized after each step. With a sufficiently small «;, Hebbian learning with
length normalization is approximated by

Aw = ay(z — wy). (2.11)

Thislearning rule converges to the unit length principal component. The —wy?
term tends to decease the length of w if it gets too large, while alowing it to
increase if it getstoo small.

In the case of IV output units, in which the N outputs are competing for
activity, Hebbian|earning can spanthe spaceof thefirst V' principal components
of theinput. With the appropriate form of competition, the Hebb rule explicitly
representsthe NV principal componentsin the activities of the output layer (Oja,
1989; Sanger, 1989). A learning rule for the weight w; to output unit y; that
explicitly findsthe first V principal components of the dataiis

j—1
Aw; = ayj(z —w;y; + 2 Z) (2.12)
k=1

The algorithm forces successive outputs to learn successive principal compo-
nents of the data by subtracting estimates of the previous components from the
input before the connectionsto a given output unit are updated.

Linsker (Linsker, 1988) a so demonstrated that for the case of asingle output
unit, Hebbian learning maximizes the information transfer between the input
and the output. The Shannon information transfer rate

R=1I(z,y) = H(y) — H(y|z) (2.13)

gives the amount of information that knowing the output y cornveys about the
input z, and is equivalent to the mutual information between them, I(z,y).
For a single output unit y with a Gaussian distribution, 2.13 is maximized by
maximizing the variance of the output (Linsker, 1988). Maximizing output
variance within the constraint of a Gaussian distribution produces a response
distribution that is as flat as possible (i.e. high entropy). Maximizing output
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entropy with respect to aweight w maximizes 2.13, because the second term,
H(y|z), isnoise and does not depend on w.

Linsker argued for maximum information preservation as an organizational
principlefor alayered perceptua system. Thereisno need for any higher layer
to attempt to reconstruct the raw data from the summary received from the
layer below. Thegoal isto preserve as much information as possiblein order to
enable the higher layers to use environmental information to discriminate the
relative value of different actions. In a series of simulations described later in
this chapter, in Section 3, Linsker (Linsker, 1986) demonstrated how structured
receptive fields® with feature-analyzing propertiesrel ated to the receptive fields
observed intheretina, LGN, and visual cortex could emerge from the principle
of maximum information preservation. This demonstration was implemented
using a local learning rule* subject to constraints. Information maximiza-
tion has recently been generalized to the multi-unit case (Bell and Sejnowski,
1995). Information maximization in multiple units will be discussed below in
Section 2. This monograph examines representationsfor face images based on
information maximization.

1.7. Learning rulesfor explicit discovery of statistical
dependencies

A perceptual system can be organized around internally derived teaching
signals generated from the assumption that different parts of the perceptual
input have common causes in the external world. One assumption is that the
visual input is derived from physical sources that are approximately constant
over space. For example, depth tends to vary slowly over most of the visual
input except at object boundaries. Learning algorithms that explicitly encode
statistical dependenciesin the input attempt to discover those constancies. The
actual output of such invariance detectors represents the extent to which the
current input violates the network’s model of the regularities in the world
(Becker and Plumbley, 1996). The Hebbian learning mechanism described in
the previous section is one means for encoding the second order dependencies
(correlations) in theinput.

The GMAX agorithm (Pearlmutter and Hinton, 1986) isalearning rule for
multiple inputs to a single output unit that is based on the goal of redundancy
reduction. The algorithm compares the response distribution, P of the output
unit to the response distribution, @, that would be expected if the input was

3A receptive field of a neuron is the input that influences its activity rate. Many neurons in the retina and
lateral geniculate nucleus of the thalamus (LGN) have receptive fields with excitatory centers and inhibitory
surrounds. These respond best to a spot of light surrounded by adark annulus at a particular location in the
visua field. Many neuronsin the primary visual cortex respond best to oriented bars or edges.

4|_ocal learning rulesmay be more biologically plausible than rules that evaluate information from all units,
given the limited extent of synaptic connections
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entirely independent. The learning algorithm causes the unit to discover the
statistical dependenciesin the input by maximizing the difference between P
and Q. P isdetermined by theresponsesto thefull set of dataunder the current
weight configuration, and () can be calculated explicitly by sampling all of the
2™ possible states of the n input units. The GMAX learning rule is limited to
the case of asingle output unit, and probabilistic binary units.

Becker (Becker, 1992) generalized GMAX to continuous inputs with Gaus-
sian distributions. This resulted in alearning rule that minimized the ratio of
the output variance to the variance that would be expected if the input lines
were independent. This learning rule discovers statistical dependenciesin the
input, and is literally an invariance detector. If we assume that properties of
the visual input are derived from constant physical sources, then a learning
rule that minimizes the variance of the output will tell us something about
that physical source. Becker further generalized this algorithm to the case of
multiple output units. These output units formed a mixture model of different
invariant properties of the input patterns.

Becker and Hinton (Becker and Hinton, 1992; Becker and Hinton, 1993)
applied the multi-unit version of this learning rule to show how internally
derived teaching signals for a perceptual system can be generated from the
assumption that different parts of the perceptual input have common causes
in the external world. In their learning scheme, small modules that look at
separate but related parts of the perceptual input discover these common causes
by striving to produceoutputsthat agreewith each other. Themodulesmay ook
at different modalitiessuch asvision andtouch, or thesamemodality at different
times, such as the consecutive two-dimensional views of a rotating three-
dimensional object, or spatially adjacent parts of the sameimage. Thelearning
rule, which they termed IMAX, maximizes the mutual information between
pairs of output units, y, and y,. Under the assumption that the two output units
are caused by acommon underlying signal corrupted by independent Gaussian
noise, then the mutual information between the underlying signal and the mean
of y, and v, isgiven by

V(Y + yp)
I1=05 log———= 2.14

where V' is the variance function over the training cases. The agorithm can
be understood as follows: A simple way to make the outputs of the two
modules agree is to use the squared difference between the module outputs as
acost function (the denominator of 2.14). A minimum squared difference cost
function alone, however will cause both modules to produce the same constant
output that isunaffected by theinput, and theref oreconvey noinformation about
the input. The numerator modified the cost function to minimize the squared
difference relative to how much both modules varied as the input varied. This
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forced the modules to respond to something that was common in their two
inputs.

Becker and Hinton showed that maximizing the mutual information be-
tween spatially adjacent parts of an image can discover depth in random dot
stereograms of curved surfaces. The simulation consisted of a pair of 2-layer
networks, each with a single output unit, that took spatially distinct regions
of the visual space asinput. The input consisted of random dot stereograms
with smoothly varying stereo disparity. Following training, the module outputs
were proportional to depth, despite no prior knowledge of the third dimen-
sion. The model was extended to develop population codes for stereo disparity
(Becker and Hinton, 1992), and to model the locations of discontinuities in
depth (Becker, 1993).

Schraudolph and Sejnowski (Schraudolph and Sejnowski, 1992) proposed
an agorithm for learning invariances that was closely related to Becker and
Hinton's constrained variance minimization. They combined a variance-
minimizing anti-Hebbian term, in which connection strengths are reduced in
proportionto the pre-and post synaptic unit activities, withatermthat prevented
theweightsfrom converging to zero. They showed that a set of competing units
could discover population codesfor stereo disparity in random dot stereograms.

Zemel and Hinton (Zemel and Hinton, 1991) applied the IMAX algorithmto
the problem of learning to represent the viewing parameters of simple objects,
such as the object’s scale, location, and size. The algorithm attempts to learn
multiple features of alocal image patch that are uncorrelated with each other,
while being good predictors of the feature vectors extracted from spatially
adjacent input locations. The algorithm is potentially more powerful than
linear decorrelating methods such as principal component analysis because it
combinesthe objective of decorrelating the feature vector with the objective of
finding common causes in the spatial domain. Extension of the algorithm to
more complex inputs than synthetic 2-D objectsislimited, however, dueto the
difficulty of computing the determinants of ill-conditioned matrices (Becker
and Plumbley, 1996).

2. INDEPENDENT COMPONENT ANALYSIS
2.1. Decorréation versusindependence

Principal component analysis decorrelates the input data, but does not ad-
dress the high-order dependencies. Decorrelation simply means that variables
cannot be predicted from each other using a linear predictor. There can still
be nonlinear dependencies between them. Consider two variables, x and y that
are related to each other by asinewave function, y = sin(z). The correlation
coefficient for the variables x and y would be zero, but the two variables are
highly dependent nonetheless. Edges, defined by phase alignment at multiple
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spatial scales, are an example of a high-order dependency in an image, as are
elements of shape end curvature.

Second-order statistics capture the amplitude spectrum of images but not the
phase (Field, 1994). Amplitudeisasecond-order statistic. The amplitude spec-
trum of asignal is essentially a series of correlations with a set of sine-waves.
Also, the Fourier transform of the autocorrelation function of asignal is equal
to its power spectrum (square of the amplitude spectrum). Hencethe amplitude
spectrum and the autocorrelation function contain the same information. The
remaining information that is not captured by the autocorrel ation function, the
high order statistics, corresponds to the phase spectrum.®

Coding mechanismsthat are sensitive to phaseareimportant for organizing a
perceptua system. Spatial phase contains the structural information in images
that drives human recognition much more strongly than the amplitude spectrum
(Oppenheim and Lim, 1981; Piotrowski and Campbell, 1982). For example, A
face image synthesized from the amplitude spectrum of face A and the phase
spectrum of face B will be perceived as an image of face B.

Independent component analysis (ICA) (Comon, 1994) isageneralization of
principal component analysisthat separates the high-order dependenciesin the
input, in addition to the second-order dependencies. As noted above, principal
component analysis is a way of encoding second order dependencies in the
data by rotating the axes to correspond to directions of maximum covariance.
Consider a set of data points derived from two underlying distributions as
shown in Figure 2.3. Principal component analysis models the data as a
multivariate Gaussian and would place an orthogonal set of axes such that the
two distributions would be completely overlapping. Independent component
analysis does not constrain the axes to be orthogonal, and attempts to place
them in the directions of maximum statistical dependenciesin the data. Each
weight vector in ICA attempts to encode a portion of the dependenciesin the
input, so that the dependencies are removed from between the elements of the
output. The projection of the two distributions onto the ICA axes would have
less overlap, and the output distributions of the two weight vectors would be
kurtotic (Field, 1994).5 Algorithmsfor finding the independent components of
arbitrary data sets are described in Section 2.2

2.2.  Information maximization learning rule

Bell and Sejnowski (Bell and Sejnowski, 1995) recently developed an al-
gorithm for separating the statistically independent components of a dataset
through unsupervised learning. The algorithm is based on the principle of

5Given a trandation invariant input, it is not possible to compute any statistics of the phase from the
amplitude spectrum (Dan Ruderman, personal communication.)
6Thanks to Michael Gray for this observation.
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PCA - ICA

Figure 2.3. Example 2-D data distribution and the corresponding principal component and
independent component axes. The data points could be, for example, grayvalues at pixel 1 and
pixel 2. Figureinspired by Lewicki & Sejnowski (2000).

maximum information transfer between sigmoidal neurons. This agorithm
generalizes Linsker’'s information maximization principle (Linsker, 1988) to
the multi-unit case and maximizes the joint entropy of the output units. An-
other way of describing the difference between PCA and ICA istherefore that
PCA maximizesthe joint variance of the outputs, whereas | CA maximizesthe
joint entropy of the outputs.

Bell and Sejnowski’salgorithmisillustrated asfollows. Consider the case of
asingleinput, z, and output, y, passed through a nonlinear squashing function:

_ 1
C 14e

u = wx + wy y = g(u) (2.15)

Asillustrated in Figure 2.4, the optimal weight w on x for maximizing infor-
mation transfer is the one that best matches the probability density of z to the
slope of the nonlinearity. The optimal w produces the flattest possible output
density, which in other words, maximizesthe entropy of the output.

The optimal weight isfound by gradient ascent on the entropy of the output,
y With respect to w:

%H(y) = % — > P(y)logaP(y). (2.16)

Maximizing the entropy of the output is equivalent to maximizing the mutual
information between the input and the output (i.e. maximizing information
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Figure 2.4. Optimal information flow in sigmoidal neurons. The input z is passed through
anonlinear function, g(z). The information in the output density f,(y) depends on matching
the mean and variance of f,(x) to the slope and threshold of g(z). Right: f,(y) is plotted for
different values of the weight, w. The optimal weight, wop: transmits the most information.
Figure from Bell & Sejnowski (1995), reprinted with permission from MIT Press, copyright
1995, MIT Press.

transfer). ThisisbecauseI(z,y) = H(z)+ H(y) — H(y|z), whereonly H (y)
depends on the weight w since H (y|z) is noise.

When there are multiple inputs and outputs, X = (z1,z2, ...), Y = (y1, y2,
...) maximizing the joint entropy of the output encourages the individual out-
puts to move towards statistical independence. To see this, we refer back to
Equation 2.8: H(y1,y2) = H(y1) + H(y2) — I(y1,y2). Maximizing thejoint
entropy of the output H (y1, 2, -..) encouragesthe mutual information between
theindividual outputs I (y1, yo, ...) tobesmall. The mutual information isguar-
anteed to reach a minimum when the nonlinear transfer function g matchesthe
cumulative distribution of the independent signals responsible for the data in
z, up to scaling and tranglation (Nadal and Parga, 1994; Bell and Sejnowski,
1997). Many natural signals, such as sound sources, have been shown to have
a super-Gaussian distribution, meaning that the kurtosis of the probability dis-
tribution exceeds that of a Gaussian (Bell and Sejnowski, 1995). For mixtures
of super-Gaussian signals, the logistic transfer function has been found to be
sufficient to separate the signals (Bell and Sejnowski, 1995).

Sincey = g(x) and g is monotonic, the probability P(y) in Equation 2.16
can be written in terms of P(z) in the single unit case as (Papoulis, 1991)

P(y) = % and in the multiunit caseas P(Y) = —P‘(J)f)

where |J| is the determinant of the Jacobian, J. J is the matrix of partial

derivatives 2% . Hence
1
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H(Y) =—E (log2 P‘(X)(Z = H(X) + E (loga|J|) - (2.17)
Since H (X') does not depend on f/{) e problem reduces to maximizing |J|
with respect to W. Computing the gradient of |.J| with respect to W resultsin
the following learning rule:”

AW = a (WT) ! +y/aT) (2.18)
wherey = 224 = 0.1 S0,

Bell & Sejnowski improved the algorithm in 1997 by using the natural
gradient (Amari et al., 1996). They multiplied the gradient equation by the
symmetric matrix W7 W which removed the inverse and scaled the gradient
differently along different dimensions. The natural gradient addressesthe prob-
lem that the metric space of W is not necessarily Euclidean. Each dimension
has its own scale and the natural gradient normalizes the metric function for
that space. Thisresulted in the following learning rule:

AW = ol +9/z"WTwW (2.19)

Although it appears at first contradictory, information maximization in a
multidimensional codeis consistent with Barlow’s notion of minimum entropy
coding. Refer again to Equation 2.8. As noted above, maximizing the joint
entropy of the output encourages the mutual information between the outputs
to be small, but under some conditions other solutions are possible for which
the mutual information is nonzero. Given that the joint entropy stays constant
(at its maximum), the solution that minimizes the mutual information will also
minimize the marginal (individual) entropies of the output units.

An application of independent component analysisissignal separation. Mix-
tures of independent signals can be separated by aweight matrix that minimizes
the mutual information between the outputs of the transformation. Bell & Se-
jnowski’s information maximization algorithm successfully solved the “cock-
tail party” problem, in which a set random mixtures of auditory signals were
separated without prior knowledge of the original signals or the mixing process
(Bell and Sgjnowski, 1995). The agorithm has a so been applied to separating
the sources of EEG signals (Makeig et al., 1996), and fMRI images (McKeown
et a., 1998).

Independent component analysis can be considered as agenerative model of
the data assuming independent sources. Each data point z is assumed to be a
linear mixtureof independent sources, r = As, where A isamixing matrix, and

"The step from 2.17 to 2.18 is presented in the Appendix of (Bell and Sejnowski, 1995).
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s contains the sources. Indeed, a maximum likelihood approach for finding
A and s can be shown to be mathematically equivalent to the information
maximization approach of Bell and Sejnowski (MacKay, 1996; Pearlmutter
and Parra, 1996). In the maximum likelihood approach, a likelihood function
of the datais generated under the model z = As, where the probahilities of the
sources s are assumed to be factorial. The elements of the basis matrix A and
the sources s arethen obtained by gradient ascent onthelog likelihood function.
Another approach to independent component analysis involves cost functions
using marginal cumulants (Comon, 1994; Cardoso and Laheld, 1996). The
adaptive methodsin the information maximization approach are more plausible
from a neural processing perspective than the cumulant-based cost functions
(Lee, 1998).

A large variety of agorithms have been devel oped to address issues includ-
ing extending the information maximization approach to handle sub-Gaussian
sources (Lee et a., 1999), estimating the shape of the distribution of input
sources with maximum likelihood techniques (Pearlmutter and Parra, 1996),
nonlinear independent component analysis (Yang et a., 1998), and biolog-
icaly inspired algorithms that perform ICA using local computations (Lin
eta., 1997). | refer youto (Lee, 1998) for athorough review of algorithmsfor
independent component analysis.

2.3. Rélation of sparse coding to independence

Atick argued for compact, decorrelated codes such as PCA because of ef-
ficiency of coding. Field (Field, 1994) argued for sparse, distributed codes
in favor of such compact codes. Sparse representations are characterized by
highly kurtotic response distributions, in which alarge concentration of values
are near zero, with rare occurrences of large positive or negative values in
the tails. Recall that highly kurtotic response distributions have low entropy.
Maximizing sparseness of a response distribution is related to minimizing its
entropy, and sparse codes therefore incur the same advantages as minimum
entropy codes, such as separation of high-order redundanciesin addition to the
second-order redundancy. Insuchacode, theredundancy betweenthe elements
of the input is transformed into redundancy within the response patterns of the
individual outputs, where the individual outputs almost aways give the same
response except on rare occasions.

Given this relationship between sparse codes and minimum entropy, the
advantages of sparse codes as outlined in (Field, 1994) are also arguments in
favor of Barlow’sminimum entropy codes(Barlow, 1989). Codesthat minimize
the number of active neurons can be useful in the detection of suspicious
coincidences. Because a nonzero response of each unit is relatively rare, high
order relations become increasingly rare, and therefore more informative when
they are present in the stimulus. Field contrasts this with a compact code
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such as principal components, in which a few cells have a relatively high
probability of response, and therefore high order combinations among this
group are relatively common. In a sparse distributed code, different objects
are represented by which units are active, rather than by their rate of activity.
These representations have an added advantage in signal-to-noise, since one
need only determine which units are active without regard to the precise level
of activity. Anadditional advantage of sparse coding for face representationsis
storage in associative memory systems. Networks with sparse inputs can store
more memories and provide more effective retrieval with partial information
(Palm, 1980; Baum et a., 1988).

Field presented evidence that oriented Gabor filters produce sparse codes
when presented with natural scenes, whereas the response distribution is Gaus-
sian when presented with synthetic images generated from 1/ f noise. Because
the two image classes had the same amplitude spectra and differed only in
phase, Field concluded that sparse coding by Gabor filters depends primarily
on the phase spectra of the data. Olshausen and Field (Olshausen and Field,
1996b; Olshausen and Field, 1996a) showed that a generative model with a
sparseness abjective can account for receptive fields observed in the primary
visual cortex. They trained a network to reconstruct natural imagesfrom alin-
ear combination of unknown basis images with minimum mean-squared error.
The minimum sguared error criterion alone would have converged on alinear
combination of the principal components of the images. When a sparseness
criterion was added to the objective function, the learned basis images were
local, oriented, and spatialy opponent, similar to the response properties of
V1 simple cellsBMaximizing sparseness under the constraint of information
preservation is equivalent to minimum entropy coding.

Bell & Sejnowski also examined an image synthesis model of natural scenes
using independent component analysis (Bell and Seinowski, 1997). As ex-
pected given the rel ationship between sparse coding and independence, Bell &
Sejnowski obtained a similar result to Olshausen and Field, namely the emer-
gence of local, spatially opponent receptive fields. Moreover, the response
distributions of the individual output units were indeed sparse. Decorrelation
mechanisms such as principal components resulted in spatially opponent re-
ceptive fields, some of which were oriented, but were not spatialy local. In
addition, the response distributions of the individual PCA output units were
Gaussian. In arelated study, Wachtler, Lee, and Sejnowski (Wachtler et a.,
2001) performed ICA on chromatic images of natural scenes. Redundancy re-
duction was much higher in the chromatic case than in the grayscale case. The

8«Simple cells’ in the primary visual cortex respond to an oriented bar at a precise location in the visual
field. Thereisasurrounding inhibitory region, such that the receptive field is similar to a sine wave grating
modulated by a Gaussian.
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resulting filters segmented into color opponent and broadband filters, parallel-
ing the color opponent and broadband channels in the primate visual system.
These filters had very sparse distributions, suggesting that color opponency in
the human visual system achieves a highly efficient representation of colors.

3. UNSUPERVISED LEARNING IN VISUAL
DEVELOPMENT

3.1. Learninginput dependencies: Biological evidence

Thereisalarge body of evidencethat self-organization plays a considerable
role in the development of the visual system, and that this self-organization
is mediated by learning mechanisms that are sensitive to dependencies in the
input. The gross organization of the visual system appears to be governed
by molecular specificity mechanisms during embryogenesis (Harris and Holt,
1990). Such processes as the generation of the appropriate numbers of target
neurons, migration to the appropriate position, the outgrowth of axons, their
navigation along appropriate pathways, recognition of the target structure, and
the formation of at least coarsely defined topographic maps’ may be mediated
by molecular specificity. During postnatal development, the architecture of the
visual system continues to become defined, organizing into ocular dominance
and orientation columns.!? The statistical properties of early visual experience
and endogenous activity appear to be responsible for shaping this architecture.
See (Stryker, 1991a) for areview.

L earning mechanisms that are sensitive to dependencies in the visua input
transform these statistical properties into cortical receptive field architecture.
The NMDA receptor could be the “ correlation detector” for Hebbian learning
between neurons. It opens calcium channels in the post synaptic cell in a
manner that depends on activity in both the pre- and the post-synaptic cell.
Specifically, it depends on glutamate from the presynaptic cell and the voltage
of the post synaptic cell. Although it is not known exactly how activation
of the NMDA receptor would lead to aterations in synaptic strength, severa
theories have been put forward involving the release of trophic substances,
retrograde messenger systems leading back to the presynaptic neuron, and
synaptic morphology changes (Rison and Stanton, 1995).

Visual development appears to be closely associated with NMDA gating
(Constantine-Paton et al., 1990). Thereislonger NMDA gating during visual
development, which provides alonger tempora window for associations. Lev-
els of NMDA are high early in development, and then drop (Carmignoto and

9Neighboring neurons tend to respond to neighboring regions of the visual field.
10 Adjacent neuronsin the primary visual cortex prefer gradually varying orientations. Perpendicular to this
areiso-orientation stripes. Eye preferenceis also organized into stripes.
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Vicini, 1992). These changes in NMDA activity appear to be dependent on
experience rather than age. Dark rearing will delay the drop in NMDA levels,
and the decrease in length of NM DA gating is aso dependent on activity (Fox
etal., 1992).

The organization of ocular dominance and orientation preference can be
atered by manipulating visual experience. Monocular deprivation causes a
greater proportion of neurons to prefer the active eye at the expense of the
deprived eye (Hubel et a., 1977). Colin Blakemore (Blakemore, 1991) found
that in kittens reared in an environment consisting entirely of vertical stripes,
orientation preference in V1 was predominantly vertical. The segregation
of ocular dominance columns is dependent on both pre- and post-synaptic
activity. Ocular dominance columns do not form when all impulse activity
in the optic nerve is blocked by injecting tetrodotoxin (Stryker and Harris,
1986). Blocking post-synaptic activity during monocular deprivation nulls the
usual shift in ocular dominance (Singer, 1990; Gu and Singer, 1993). Stryker
demonstrated that ocular dominance segregation depends on asynchronous ac-
tivity in the two eyes (Stryker, 1991a). With normal activity blocked, Stryker
stimulated both optic nerves with electrodes. When the two nerve were stim-
ulated synchronously, ocular dominance columns did not form, but when they
were stimulated asynchronously, columns did form. Consistent with the role
of NMDA in the formation of ocular dominance columns, NMDA receptor
antagonists prevented the formation of ocular dominance columns, whereasin-
creased levelsof NM DA sharpened ocular dominance columns (Debinski et d.,
1990). Some of organization of ocular dominance and orientation preference
does occur prenatally. Endogenous activity can account for the segregation
of ocular dominance in the lateral geniculate nucleus (Antonini and Stryker,
1993), and endogenous activity tends to be correlated in neighboring retina
ganglion cells (Mastronarde, 1989).

Intrinsic horizontal axon collateralsin the striate cortex of adult cats specif-
icaly link columns having the same preferred orientation. Calloway and Katz
(Cdlaway and Katz, 1991) demonstrated that the orientation specificity of
these horizontal connections was dependent on correlated activity from view-
ing sharply oriented visual stimuli. Crude clustering of horizontal axon collat-
eralsis normally observed in the striate cortex of kittens prior to eye opening.
Binocular deprivation beyond this stage dramatically affected the refinement
of these clusters. Visual experience appears to have been necessary for adding
and eliminating collaterals in order to produce the sharply tuned specificity
normally observed in the adult.
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3.2. Modelsof receptivefield development based on
correlation sensitive learning mechanisms

Orientation columns are developed prenatally in macaque. Therefore any
account of their development must not depend on visual experience. Linsker
(Linsker, 1986) demonstrated that orientation columns can arise from ran-
dom input activity in a layered system using Hebbian learning. The only
requirementsfor this system were arborization functions that were more dense
centrally, specification of initial ratios of excitatory and inhibitory connections,
and adjustment of parameters controlling the total synaptic strength to a unit.
Because of the dense central connections, the random activity in the first layer
became locally correlated in the second layer. Manipulation of the parameter
for total synapticstrengthinthethirdlayer brought on center-surround receptive
fields. This occurred because of the competitive advantage of the dense cen-
tral connections over the sparse peripheral connections. Activity in the central
region became saturated first, and because of the bounds on activity, the periph-
eral region becameinhibitory. The autocorrelationfunction for activity inlayer
3wasMexican hat shaped. Linsker added four more layersto the network. The
first three of these layers also developed center-surround receptive fields. The
effect of adding these layers was to sharpen the Mexican hat autocorrelation
function with each layer. Linsker associated the four center-surround layers of
his model to the bipolar, retinal ganglion, LGN, and layer 4c cellsin the visual
system. A criticism of this section of Linsker's model is that it predicts that
the autocorrelation function in these layers should become progressively more
sharply Mexican hat shaped, which does not appear to occur in the primate
visual system.

In the next layers of the model, Linsker demonstrated the development of
orientation selective cellsand their organization into orientation columns. Cells
receiving inputs with aMexican hat shaped autocorrelation function attempted
to organize their receptive fields into banded excitatory and inhibitory regions.
By adjusting the parameter for total synaptic strength in layer seven, Linsker
was able to generate oriented receptive fields. Linsker subsequently gener-
ated iso-orientation bands by adding lateral connections in the top layer. The
lateral connections were also updated by a Hebbian learning rule. Activity
in like-oriented cells is correlated when the cells are aligned along the axis
of orientation preference, but are anticorrelated on an axis perpendicular to
the preferred orientation. The lateral connections thus encourage the same
orientation along the axis of preferred orientation, and an orthogonal orienta-
tion preferences along the axis orthogonal to the preferred orientation. This
organization resembles the singularities in orientation preference reported by
Obermayer and Blasdel (Obermayer and Blasdel, 1993). In Linsker’'s model,
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alinear progression of orientation preference would require an isotropic auto-
correlation function.

Miller, Keller, and Stryker (Miller et a., 1989) demonstrated that Hebbian
learning mechanisms can account for the development of ocular dominance
dlabsand for experience-related aterations of thisorganization. Intheir model,
synaptic strength was altered as a function of pre and post synaptic activity,
where synaptic strength depended on within-eye and between-eye correla-
tion functions. The model also contained constraints on the overall synaptic
strength, an arborization function indicating theinitial patterns of connectivity,
and lateral connections between the cortical cells. All input connections were
excitatory.

Miller et a. found that there were three conditions necessary for the de-
velopment of ocular dominance columns. 1. The input activity must favor
monocularity by having larger within-eye correlations than between-eye cor-
relations. 2. There must be locally excitatory cortical connections. 3. If the
intracortical connections are not Mexican hat shaped, in other words if they
do not have an inhibitory zone, then there must be a constraint on the total
synaptic strength of the afferent axons. The ocular dominance stripes arose
because of the intracortical activation function. If thisfunction is Mexican hat
shaped, then each cell will want to bein anisland of like ocularity surrounded
by opposite ocularity. Optimizing this force along a surface of cells results
in a banded pattern of ocular dominance. The intracortical activation function
controls the periodicity of the stripes. The ocular dominance stripes will have
aperiodicity equal to the fundamental frequency of the intracortical activation
function. Thiswill be the case up to the limit of the arborization function. If
the excitatory region of the intracortical activation function is larger than the
arborization function, then the periodicity of the stripeswill beimposed by the
arborization function.

Miller et al. found that a very small within-eye correlation function was
sufficient to create ocular dominance stripes, so long as it was larger than the
between eye correlation. Anticorrelationwithin an eye decreasesmonocul arity,
whereas anticorrelation between eyes, such as occursin conditions of strabis-
mus and monocular deprivation, increases monocularity. They also observed
an effect related to critical periods. Monocular cells would remain stabilized
once formed, and binocular cells would also stabilize if the synapses were
a saturating strength. Therefore, aterations could only be made while there
were still binocular cells with unsaturated connections. Dueto the dependence
of ocular dominance on excitatory intracortical connections, their simulation
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predicted that ocular dominance organization in the devel oping brain would be
eliminated by increasing inhibition'!.

Berns, Dayan, and Sejnowski (Bernset a., 1993) presented aHebbian learn-
ing model for the devel opment of both monocular and binocular popul ations of
cells. Themodel isdriven by correlated activity in retinal ganglion cellswithin
each eye before birth, and between eyes after birth. An initial phase of same-
eyecorrelations, followed by asecond phase that included correl ations between
the eyes produced a relationship between ocular dominance and disparity that
has been observed in the visual cortex of the cat. The binocular cells tended
to be selective for zero disparity, whereas the more monocular cells tended to
have nonzero disparity.

Obermayer, Blasdel, and Schulten (Obermayer et a., 1992) modeled the
simultaneous development of ocular dominance and orientation columns with
a Kohonen self-organizing topographic map. This algorithm predicts the ob-
served geometrical relations between ocular dominance and orientation pref-
erence on the surface of the primary visual cortex. These include the per-
pendicular iso-orientation slabs in the binocular regions, and singularities in
orientation preference at the centers of highly monocular zones. According to
their model, cortical geometry is aresult of projecting five features onto a two
dimensional surface. The five features are spatial position along the horizon-
taland vertical axes, orientation preference, orientation specificity, and ocular
dominance. The Kohonen self organizing map operates in the following way.
Theweights of the network attempt to learn amapping from afive dimensional
input vector onto a 2-D grid. The weight associated with each point on the
grid is the combination of the five features preferred by that unit. The unit
with the most similar weight vector to a given input vector, as measured by
the dot product, adjustsits weight vector toward the input vector. Neighboring
units on the grid also learn by a smaller amount according to a neighborhood
function. At the beginning of training, the "temperature” is set to a high level,
meaning that the neighborhood function is broad and the learning rate is high.
Thetemperatureis gradually reduced during training. The overall effect of this
procedure is to force units on the grid to vary their preferences smoothly and
continuously, subject to the input probabilities. Like Hebbian learning, the self
organizing map creates structure from the correlations in input patterns, but
the self organizing map has the added feature that the weights are forced to be
smooth and continuous over space.

Obermayer, Blasdel, and Schulten likened the devel opment of cortical geom-
etry to a Markov random process. There are several possible states of cortical
geometry, and the statistical structure of theinput vectorstrigger the transitions
between states. They showed that a columnar system will not develop if the

11gg. through application of muscimol, A GABA agonist, where GABA is an inhibitory neurotransmitter
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input patterns are highly similar with respect to orientation preference, speci-
ficity, and ocular dominance. Nor will it segregateinto columnsif theinputsare
entirely uncorrelated. Thereis arange of input correlations for which colum-
nar organization will appear. Their model predicts that ocular dominance and
orientation columns will be geometrically unrelated in animals that are reared
with an orientation bias in one eye.

4. LEARNING INVARIANCES FROM TEMPORAL
DEPENDENCIESIN THE INPUT

The input to the visual system contains not only spatial redundancies, but
temporal redundancies as well. There are severa synaptic mechanisms that
might depend on the correlation between synaptic input at one moment, and
post-synaptic depolarization at a later moment. Coding principles that are
sensitive to temporal as well as spatial redundancies in the input may play a
rolein learning constancies of the environment such as viewpoint invariances.

Internally driven teaching signals can be derived not only from the assump-
tion that spatially distinct parts of the perceptual input have common causesin
the external world, but also from the assumption that temporally distinct inputs
can have common causes. Objects havetemporal persistence. They do not sim-
ply appear and disappear. Different views of an object or face tend to appear
in close temporal proximity as an animal manipulates the object or navigates
around it, or as a face changes expression or pose. Capturing the temporal
relationshipsin theinput is away to associate different views of an object, and
thereby learn representations that are invariant to changes in viewpoint.

4.1. Computational models

Foldiak (Foldiak, 1991) demonstrated that Hebbian learning can capture
temporal relationshipsin a feedforward system when the output unit activities
undergo tempora smoothing. Hebbian learning strengthens the connections
between simultaneously active units. With the lowpass temporal filter on the
output unit activities, Hebbian learning strengthens the connections between
active inputs and recently active outputs. As discussed in Section 1.5, com-
petitive Hebbian learning can find the principal components of the input data.
Incorporating ahysteresisin the activation function all ows competitive Hebbian
mechanisms to find the spatio-temporal principal components of the input.

Peter Foldiak (Foldiak, 1991) used temporal association to model the devel-
opment of trandation independent orientation detectors such as the complex
cells'? of V1. Hismodel was atwo-layer network in which theinput layer con-

12Unlike “simple cells’, a “complex cell” in primary visual cortex is excited by a bar of a particular
orientation at any location within its receptive field.
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sisted of sets of local position dependent orientation detectors. Thislayer was
fully connected to four output units. Foldiak modified the traditional Hebbian
learning rule such that weight changes would be proportional to presynaptic
activity and atrace (running average) of postsynaptic activity. The network was
trained by sweeping one orientation at atime across the entire input field such
as may occur during prenatal development (Mastronarde, 1989; Meister et d.,
1991). One representation unit would become active due to the competition
in that layer, and it would stay active as the input moved to a new location.
Thus units signaling “horizontal” at multiple locations would strengthen their
connections to the same output unit that would come to represent “ horizontal”
at any location.

Thismechanism can |learn viewpoint-tol erant representationswhen different
views of an object are presented in temporal continuity (Foldiak, 1991; Wein-
shall and Edelman, 1991; Rhodes, 1992; O’ Reilly and Johnson, 1994; Wallis
and Rolls, 1997). Foldiak achieved trandation invariance in asingle layer by
having orientation-tuned filtersin thefirst layer that provided linearly separable
patterns to the next layer. More generally, approximate viewpoint invariance
may be achieved by the superposition of several Foldiak-like networks (Ralls,
1995).

O'Reilly and Johnson (O’ Reilly and Johnson, 1994) modeled trandation
invariant object recognition based on reciprocal connectionsbetween layersand
lateral inhibition within layers. Their architecture was based on the anatomy of
the chick IMHV, aregion thought to be involved in imprinting. In their model,
the reciprocal connections caused a hysteresisin the activity of all of the units,
which alowed Hebbian learning to associate temporally contiguous inputs.
The model demonstrated that a possible function of reciprocal connectionsin
visual processing areasisto learn trandation invariant object recognition. The
model also suggested an interpretation of critical periods. Chicksare only able
to imprint new objects early in development. As an object was continuously
presented to the network, more and more units were recruited to represent that
object. Only unrecruited units and units without saturated connections could
respond to the new objects.

Becker (Becker, 1993) showed that the IMAX learning procedure (Becker
and Hinton, 1992), was also able to learn depth from random dot stereograms
by applying atemporal coherence assumption instead of the spatial coherence
model described earlier in thischapter. Instead of maximizing mutual informa-
tion between spatially adjacent outputs, the algorithm maximized the mutual
information in a neuron’'s output at nearby pointsin time. In arelated model,
Stone (Stone, 1996) demonstrated that an algorithm that minimized the short
term variance of a neuron’s output while maximizing its variance over longer
time scales also learned to estimate depth in moving random dot stereograms.
This algorithm can be shown to be equivalent to IMAX, with more straightfor-
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ward implementation (Stone, personal communication). The two algorithms
make the assumption that properties of the visual world such as depth vary
dowly intime. Stone (Stone, 1996) tested this hypothesis with natural images,
and found that although natural images contain sharp depth boundaries at ob-
ject edges, depth varies slowly the vast majority of the time, and his learning
agorithm was able to learn depth estimation from natural graylevel images.

Weinshall and Edel man (Weinshall and Edelman, 1991) applied the assump-
tion of temporal persistence of objectsto learn object representationsthat were
invariant to rotations in depth. They first trained a 2 layer network to storein-
dividual views of wire-framed objects. Then they updated lateral connections
in the output layer with Hebbian learning as the input object rotated through
different views. The strength of the association in the lateral connections was
proportional to the estimated strength of the perceived apparent motion if the 2
views were presented in succession to a human subject. After training the lat-
eral connections, when one view of an object was presented, the output activity
could be iterated until all of the units for that object were active. This formed
an attractor network in which each object was associated with a distinct fixed
point."> When views were presented that differed from the training views,
correlation in output ensemble activity decreased linearly as afunction of rota-
tion angle from the trained view. This mimicked the linear increase in human
response times with rotation away from the memorized view which has been
taken has evidencefor mental rotation of aninterna 3-D object model (Shepard
and Cooper, 1982). This provided an existence proof that such responses can
be obtained in a system that stores multiple 2-D views. The human data does
not prove the existence of internal 3-D object models.

Weinshall and Edelman modeled the devel opment of viewpoint invariance
using idealized objects consisting of paper-clip stylefigureswith labeled vertex
locations. Thetemporal coherence assumption has more recently been applied
to learning viewpoint invariant representations of objects in graylevel images
(Bartlett and Sejnowski, 1996b; Bartlett and Sejnowski, 1997; Wallisand Rolls,
1997; Becker, 1999). Foldiak’s learning scheme can be applied inamulti-layer
multi-resolution network to learn transformation invariant letter recognition
(Wallis and Baddeley, 1997), and face recognition that is invariant to rota-
tions in the plane (Wallis and Rolls, 1997). Becker (Becker, 1999) extended
a competitive mixture-of-Gaussianslearning model (Nowlan, 1990) to include
modulation by temporal context. In one simulation, the algorithm learned
responses to facial identity independent of viewpoint, and by altering the ar-
chitecture, a second simulation learned responses to viewpoint independent of

13 An attractor network is set of interconnected units which exhibits sustained patterns of activity. The
simplest form of attractor network contains “fixed points’, which are stable activity ratesfor al units. The
range of input patterns that can settle into a given fixed point isits “basin of attraction”
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identity. Chapter 7 of this book (Bartlett and Segjnowski, 1997) examines the
development of representations of faces that are tolerant to rotations in depth
in both a feedforward system based on Foldak’s learning mechanism, and in
a recurrent system related to Weinshall and Edelman’s work, in which lateral
interconnections formed an attractor network.

4.2.  Temporal association in psychophysics and biology

Such models challenge theories that 3-dimensional object recognition re-
quires the construction of explicit internal 3-dimensional models of the object.
The models presented by Foldiak, Weinshall, O’ Reilly & Johnson, and Becker,
inwhichindividual output unitsacquiretransformation tolerant representations,
suggest another possibility. Representations may consist of several views that
contain a high degree of rotation tolerance about a preferred view. It has
been proposed that recognition of novel views may instead be accomplished
by linear (Ullman and Basri, 1991) or nonlinear combinations of stored 2-D
views (Poggio and Edelman, 1990; Bulthoff et al., 1995). Such view-based
representations may be particularly relevant for face processing, given the re-
cent psychophysical evidence for face representations based on low-level filter
outputs (Biederman, 1998; Bruce, 1998). Face cells in the primate inferior
temporal lobe have been reported with broad pose tuning on the order of +40°
(Perrett et al., 1989; Hasselmo et al., 1989). Perrett and colleagues (Perrett
et a., 1989), for example, reported broad coding for five principal views of the
head: Frontal, |eft profile, right profile, looking up, and looking down.

There are several biological mechanisms by which receptive fields could
be modified to perform temporal associations. A temporal window for Heb-
bian learning could be provided by the 0.5 second open-time of the NMDA
channel (Rhodes, 1992; Ralls, 1992). A spatio-temporal window for Hebbian
learning could also be produced by the release of a chemical signal following
activity such as nitric oxide (Montague et al., 1991). Reciprocal connections
between cortical regions (O’ Reilly and Johnson, 1994) or lateral interconnec-
tionswithin cortical regions could sustain activity over longer time periods and
allow temporal associations across larger time scales.

Tempora association may be an important factor in the development of
viewpoint invariant responsesin theinferior temporal lobe'* of primates (Rolls,
1995). Neuronsin the anterior inferior temporal lobe are capable of forming
temporal associations in their sustained activity patterns. After prolonged
exposure to a sequence of randomly generated fractal patterns, correlations
emerged in the sustained responses to neighboring patterns in the sequence
(Miyashita, 1988). These data suggest that cells in the temporal lobe modify

14The inferior temporal lobe of primates has been associated with visual object processing and pattern
recognition.
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their receptive fields to associate patterns that occurred close together in time.
Thisisamechanism by which cortical neurons could associate different views
of an object without requiring explicit three-dimensional representations or
complex geometrical transformations (Stryker, 1991b).

Dynamicinformation appearsto play arolein representation and recognition
of faces and objects by humans. Human subjects were better able to recognize
famous faces when the faces were presented in video sequences, as compared
to an array of static views (Lander and Bruce, 1997). Recognition of novel
views of unfamiliar faceswas superior when the faceswere presented in contin-
uous motion during learning (Pike et al., 1997). Stone (Stone, 1998) obtained
evidence that dynamic signals contribute to object representations beyond pro-
viding structure-from-motion. Recognition ratesfor rotating amoeboid objects
decreased, and reaction times increased when the temporal order of the image
sequence was reversed in testing relative to the order during learning.

5. COMPUTATIONAL ALGORITHMSFOR
RECOGNIZING FACESIN IMAGES

One of the earliest approaches to recognizing facial identity in images was
based on aset of feature measurements such as noselength, chin shape, and dis-
tance between the eyes (Kanade, 1977; Brunelli and Poggio, 1993). An advan-
tage of afeature-based approach to image analysisisthat it drastically reduces
the number of input dimensions, and human intervention can be employed to
decide what information in the imageisrelevant to thetask. A disadvantageis
that the specific image features relevant to the classification may not be known
in advance, and vital information may be lost when compressing the image
into alimited set of features. Moreover, holistic graylevel information appears
to play an important role on human face processing (Bruce, 1988), and may
contain useful information for computer face processing aswell. Analternative
to feature-based image analysis emphasizes preserving the original images as
much as possible and alowing the classifier to discover the relevant featuresin
theimages. Such approachesincludetemplate matching. Templatescapturein-
formation about configuration and shapethat can bedifficult to parameterize. In
some direct comparisons of face recognition using feature-based and template-
based representations, the templ ate approaches outperformed the feature-based
systems (Brunelli and Poggio, 1993; Lanitiset al., 1997). Accurate alignment
of the faces s critical to the success of template-based approaches. Aligning
the face, however, can be more straightforward than precise localization of
individual facial landmarks for feature-based representations.

A variant of the template matching approach is an adaptive approach to
image analysis in which image features relevant to facial actions are learned
directly from exampleimage sequences. In such approachesto image analysis,
the physical properties relevant to the classification need not be specified in
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advance, and arelearned from the statistics of theimage set. Thisisparticularly
useful when the specific features relevant to the classification are unknown
(Valentinet al., 1994).

An adaptive approach to face image analysis that has achieved success for
face recognition is based on principal component analysis of the image pixels
(Millward and O’ Toole, 1986; Cottrell and Fleming, 1990; Turk and Pentland,
1991). Asdiscussed in Section 1.5, PCA is aform of unsupervised learning
related to Hebbian learning that extracts image features from the second order
dependencies among the image pixels. PCA is performed on the images by
considering each image as a high dimensional observation vector, with the
graylevel of each pixel as the measure. The principal component axes are
the eigenvectors of the pixelwise covariance matrix of the dataset. These
component axes are template images that can resemble ghost-like faces which
have been labeled “holons’ (Cottrell and Fleming, 1990) and “eigenfaces’
(Turk and Pentland, 1991). A low-dimensiona representation of the face
imageswith minimum reconstruction error is obtained by projecting theimages
onto the first few principal component axes, corresponding to the axes with the
highest eigenvalues. The projection coefficients constitute a feature vector for
classification. Representations based on principal component analysis have
been applied successfully to recognizing facial identity (Cottrell and Fleming,
1990; Turk and Pentland, 1991), facial expressions (Cottrell and Metcalfe,
1991; Bartlett et al., 1996; Padgett and Cottrell, 1997), and to classifying the
gender of the face (Golomb et al., 1991).

Compression networks, consisting of athreelayer network trained to recon-
struct the input in the output after forcing the data through alow dimensional
“bottleneck” in the hidden layer, perform principal component analysis of the
data (Cottrell and Fleming, 1990). The networks are trained by backpropaga-
tion to reconstruct the input in the output with minimum squared error. When
the transfer function is linear, the N hidden unit activations span the space
of thefirst N principal components of the data. New views of a face can be
synthesized from a sample view using principal component representations of
face shape and texture. Vetter and Poggio (Vetter and Poggio, 1997) performed
PCA separately on thefrontal and profile views of aset of faceimages. Assum-
ing rigid rotation and orthographic projection, they showed that the coefficients
for the component axes of the frontal view could be linearly predicted from the
coefficients of the profile view axes.

The principal component axesthat account for the most reconstruction error,
however, are not necessarily the ones that provide the most information for
recognizing facial identity. O’ Toole and colleagues (O Toole et al., 1993)
demonstrated that the first few principal component axes, which contained low
gpatial frequency information, were most discriminative for classifying gender,
whereas a middle range of components, containing a middle range of spatia
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frequencies, were the most discriminative for classifying facial identity. This
result is consistent with recordings of the responses of face cells to band-pass
filtered faceimages (Rollset a., 1987). Theface cellsin the superior temporal
sulcus responded most strongly to face images containing energy in a middle
range of spatial frequencies, between 4 and 32 cycles per image.

Principal component analysisisaform of autoassociative memory (Valentin
et a., 1994). The PCA network reproduces the input in the output with
minimum squared error. Kohonen (Kohonen et al., 1981) wasthefirst to usean
autoassociative memory to store and recall faceimages. Kohonen generated an
autoassociative memory for 100 face images by employing a simple Hebbian
learning rule. Noisy or incomplete images were then presented to the network,
and the images reconstructed by the network were similar in appearance to the
original, noiseless images. The reconstruction accuracy of the network can
be explicitly measured by the cosine of the angle between the network output
and the original faceimage (Millward and O’ Toole, 1986). Reconstructing the
faces from an autoassociative memory is akin to applying a Wiener filter to
the face images, where the properties of the filter are determined by the “face
history” of the weight matrix (Valentin et a., 1994).

In such autoassociative networks, a whole face can be recovered from a
partial input, thereby acting as content-addressable memory. Cottrell (Cottrell,
1990) removed a strip of a face image, consisting of about 20% of the total
pixels. The principal component-based network reconstructed the face image,
and filled in the missing pixels to create a recognizable face. Autoassociative
networks also provide a means of handling occlusions. If a PCA network is
trained only on face images, and then the presented with a face image that
contains an occluding object, such as a hand in front of the face, the network
will reconstruct the face image without the occluding object (Cottrell, personal
communication). Thisoccurs because the network reconstruction is essentially
alinear combination of theimages on which the network wastrained —the PCA
eigenvectors are linear combinations of the original data. Since the occluding
object is distant from the portion of image space spanned by the principal
component axes, the projection of the face image onto the component axes will
be dominated by the face portions of the image, and will reconstruct an image
that issimilar to the original face. Because the network had no experiencewith
hands, it would be unable to reproduce anything about the hand.

Autoassociative memory in principal component-based networks provides
an account for some aspects of human face perception. Principal component
representations of face images have been shown to account well for human per-
ception of distinctiveness and recognizability (O Toole et al., 1994) (Hancock
et a., 1996). Such representations have also demonstrated phenomena such
as the “other race effect” (O'Toole et a., 1994). Principal component axes
trained on a set of faces from one race are less able to capture the directions
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of variability necessary to discriminate faces from another race. Eric Cooper
has shown that alteration of the aspect ratio of a face interferes strongly with
recognition, athough the image still looks like a face, whereas displacement
of one eye appears significantly distorted, yet interferes only dlightly with
recognition of the face (Cooper, 1998). A similar effect would be observed in
principal component-based representations (Gary Cottrell, personal communi-
cation). The elongated face image would still lie within face space; Itsdistance
to the PCA axes would be short, and therefore would be classed as a face.
The aspect ratio manipulation, however, would alter the proj ection coefficients,
which would therefore interfere with recognition. Displacement of one eye
would cause the image to lie farther from face space, but would have a much
smaller effect on the projection coefficients of the face image.

Another holistic spatial representation is obtained by a class-specific linear
projection of theimage pixels (Belhumeur et a., 1997). Thisapproach isbased
on Fisher's linear discriminants, which is a supervised learning procedure that
projects the images into a subspace in which the classes are maximally sepa-
rated. A class may be constituted, for example, of multiple images of a given
individual under different lighting conditions. Fisher’s Linear Discriminant is
a projection into a subspace that maximizes the between—class scatter while
minimizing the within—class scatter of the projected data. This approach as-
sumes linear separability of the classes. It can be shown that face images
under changesin lighting liein an approximately linear subspace of the image
space if we assume the face is modeled by a Lambertian surface (Shashua,
1992; Hallinan, 1995). Fisher's linear discriminant analysis performed well
for recognizing faces under changesin lighting. The linear assumption breaks
down for dramatic changes in lighting that strongly violate the Lambertian
assumption by, for example, producing shadows on the face from the nose.
Another limitation of this approach is that projection of the data onto a very
few dimensions can make linear separability of test data difficult.

Penev and Atick (Penev and Atick, 1996) devel oped atopographic represen-
tation based on principal component analysis, which they termed “local feature
analysis” The representation is based on a set of kernels that are matched to
the second-order statistics of the input ensemble. The kernels were obtained
by performing adecorrelating “retinal” transfer function on the principal com-
ponents. This transfer function whitened the principal components, meaning
that it equalized the power over al frequencies. The whitening process was
followed by a rotation to topographic correspondence with pixel location. An
alternative description of the LFA representation isthat it is the principal com-
ponent reconstruction of the image using whitened PCA coefficients. Both the
eigenface approach and LFA separate only the second order moments of the
images, but do not address the high-order statistics. These image statisticsin-
clude relationships between three or more pixels, such as edges, curvature, and
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shape. In atask such as face recognition, much of the important information
may be contained in such high-order image properties.

Classification of local feature measurementsis heavily dependent on exactly
which features were measured. Padgett & Cottrell (Padgett and Cottrell, 1997)
found that an “ eigenfeature” representation of face images, based in the princi-
pal components of image regions containing individual facial features such as
an eye or amouth, outperformed the full eigenface representation for classify-
ing facial expressions. Best performance was obtained using a representation
based on image analysis over even smaller regions. The representation was
derived from a set of local basis functions obtained from principal component
analysis of subimage patches selected from random image locations. This
finding is supported by Gray, Movellan & Sejnowski (Gray et a., 1997) who
al so obtained better performancefor visual speechreading using representations
derived from local basis functions.

Another local representation that has achieved success for face recognition
is based on the outputs of a banks of Gabor filters. Gabor filters, obtained
by corvolving a 2-D sine wave with a Gaussian envelope, are local filters that
resembl e the responses of visual cortical cells (Daugman, 1988). Representa-
tions based on the outputs of thesefiltersat multiple spatial scales, orientations,
and spatia locations, have been shown to be effective for recognizing facial
identity (Lades et al., 1993). Relationships have been demonstrated between
Gabor filters and statistical independence. Bell & Sejnowski (Bell and Se-
jnowski, 1997) found that the filters that produced independent outputs from
natural scenes were spatially local, oriented edge filters, similar to a bank of
Gabor filters. It has also been shown that Gabor filter outputs of natural images
are independent under certain conditions(Simoncelli, 1997).

The elastic matching algorithm (Lades et al., 1993) represents faces usong
banks of Gabor filters. It includes a dynamic recognition process that provides
tolerance to small shiftsin spatial position of the image features due to small
changesin poseor facial expression. In adirect comparison of face recognition
algorithms, the el astic matching algorithm based on the outputs of Gabor filters
gave better face recognition performance than the eigenface algorithm based
on principal component analysis (Zhang et al., 1997; Phillipset al., 1998).

The elastic matching paradigm represents faces as alabeled graph, in which
each vertex of a5 x 7 graph stores a feature vector derived from a set of local
spatial filters. The filter bank consists of wavelets based on Gabor functions,
and coversfive spatial frequenciesand eight orientations. Thesefeature vectors
represent the local power spectrum in the image. The edges of the graph are
labeled with the distance vectors between the vertices.

During the dynamic recognition process, al face modelsin the database are
distorted to fit the new input as closely as possible. The vertices of each graph
model are positioned at coordinates which maximize the correlation between
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themodel and theinput image, while minimizing the deviation fromtheoriginal
shapeof thegraph. Thiselastic matchiscarried out by optimizing thefollowing
cost function, H, for each model M, over positions+ in the input image I:

’L]’

= %ZD, (LL, L) - Zs (JE, JM) (2.20)

where  Dy(Lf;, L}) = (Lf; — L})?

SulJ15 ) = \\J{||||JfM\\

In this cost function, S, measures the similarity between the feature vector
of themodel and that of theinput image at vertex locationi, and D; isdistortion
expressed as the squared length of the difference vector between the expected
edge vector in the model and the corresponding edge label in the distorted
graph. The face model with the best fit is accepted as a match.

The elastic matching paradigm addresses the problem of face alignment
and feature detection in two ways. The amplitude of the Gabor filter outputs
changes smoothly with shiftsin spatial position, so that alignment offsets do
not have a catastrophic effect on recognition. Secondly, the elastic matching
phase of the algorithm explicitly minimizes the effect of small changes in
gpatial position of the facial features between the model and the input image
by alowing distortions in the node positions.

Chapter 3 introduces face representations based on independent component
analysis. Whereas the eigenface and LFA representations learn the second-
order dependencies in the image ensemble, the ICA represenation learns the
high-order dependenciesaswell. Gabor wavelets, PCA, and | CA each provide
away torepresent faceimagesasalinear superposition of basisfunctions. PCA
model sthe dataasamultivariate Gaussian, and thebasi sfunctionsarerestricted
to be orthogonal (Lewicki and Olshausen, 1998). ICA allows the learning of
non-orthogonal bases and allows the data to be modeled with non-Gaussian
distributions (Comon, 1994). As noted in Section 2.3, there are relationships
between Gabor wavelets and the basis functions obtained with ICA (Bell and
Seinowski, 1997). The Gabor wavelets are not specialized to the particular
data ensemble, but would be advantageous when the number of data samples
issmall. The following chapters compare these face analysis agorithms, and
addressesissues of hand engineered features versus adaptive features, local vs
global spatia analysis, and learning second-order versusall-order dependencies
in face images.



Chapter 3

INDEPENDENT COMPONENT REPRESENTATIONS FOR
FACE RECOGNITION

Abstract

In atask such as face recognition, much of the important information may be
contained in the high-order relationships among the image pixels. A number of
face recognition algorithms employ principal component analysis (PCA), which
is based on the second-order statistics of the image set, and does not address
high-order statistical dependencies such asthe rel ationshipsamong three or more
pixels. Independent component analysis (ICA) isageneralization of PCA which
separates the high-order moments of the input in addition to the second-order
moments. |CA wasperformedonaset of faceimagesby an unsupervisedlearning
algorithm derived from the principle of optimal information transfer through
sigmoidal neurons (Bell and Sejnowski, 1995). The algorithm maximizes the
mutual information between theinput and the output, which produces statistically
independent outputs under certain conditions. |CA was performed on the face
images under two different architectures, one which separated images across
spatial location, and a second which separated the feature code across images.
The first architecture provided a statistically independent basis set for the face
images that can be viewed as a set of independent facial feature images. The
second architecture provided a factorial code, in which the probability of any
combination of features can be obtained from the product of their individual
probabilities. Both ICA representations were superior to representations based
on principal components analysis for recognizing faces across days and changes
in expression.

1. INTRODUCTION

Horace Barlow has argued that redundancy provides knowledge (Barlow,
1989). Redundancy in the sensory input contains structural information about
the environment. What isimportant for the perceptual system to detect is* sus-
piciouscoincidences,” new statistical regularitiesin the sensory input that differ
from the environment to which it has been adapted. Bars and edges, for exam-
ple, are locations in the visual input at which there is phase alignment across
multiple spatial scales, and constitute a “ suspicious coincidence” in Barlow’s

39
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formulation (Barlow, 1994). Learning mechanismsthat encode the redundancy
that is expected in the input and remove it from the output enable the system
to more reliably detect these new regularities. Incoming sensory stimuli are
automatically compared against the null hypothesis of statistical independence,
and suspicious coincidences signaling anew causal factor can be morereliably
detected. Learning such a transformation is equivalent to modeling the prior
knowledge of the statistical dependenciesin the input. Independent codes are
advantageous for encoding complex objects that are characterized by high-
order combinations of features, because the prior probability of any particular
high-order combination is low.

Redundancy reduction has been discussed in relation to the visual system at
several levels. A first-order redundancy ismean luminance. Adaptation mecha-
nismstake advantage of thisnonrandom feature by using it asan expected value,
and expressing values relative to it (Barlow, 1989). The variance, a second-
order statistic, is the luminance contrast. Contrast appears to be encoded
relative to the mean contrast, as evidenced by the “simultaneous contrast” illu-
sion, and by contrast gain control mechanisms observed in V1 (Heeger, 1992).
Principal component analysis is a way of encoding second order dependen-
ciesin the input by rotating the axes to correspond to directions of maximum
covariance. Principal component analysis provides a dimensionality-reduced
code that separates the correlationsin the input. Atick and Redlich (Atick and
Redlich, 1992) have argued for such compact, decorrelated representations as
agenera coding strategy for the visual system.

Some of the most successful algorithmsfor face recognition, such as"eigen-
faces' (Turk and Pentland, 1991), "holons" (Cottrell and Metcalfe, 1991), and
“local feature analysis’ (Penev and Atick, 1996) are based on learning mech-
anisms that are sensitive to the correlations in the face images. These are
data-driven representations based on principal component analysis of the im-
age set. Principal component analysis removes the correlations in the input,
but does not address the high-order dependencies the images, such astherela
tionships among three or more pixels. Edges are an example of a high-order
dependency in animage, as are elements of shape and curvature. Inatask such
asface recognition, much of theimportant information may be contained inthe
high-order relationships among the image pixels.

Second-order statistics capture the amplitude spectrum of images but not the
phase. The high order statistics correspond to the phase spectrum (Field, 1994,
Bell and Sejnowski, 1997). Spatial phase containsthe structural informationin
images that drives human recognition much more strongly than the amplitude
spectrum (Oppenheim and Lim, 1981; Piotrowski and Campbell, 1982). A
face image synthesized from the amplitude spectrum of face A and the phase
spectrum of face B will be perceived as an image of face B.
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Independent component analysis (Comon, 1994) is a generalization of prin-
cipal component analysis that separates the high-order dependencies in the
input, in addition to the second-order dependencies. Bell and Sejnowski (Bell
and Sejinowski, 1995; Bell and Sejnowski, 1997) recently developed an al-
gorithm for separating the statistically independent components of a dataset
through information maximization. This algorithm has proven successful for
separating randomly mixed auditory signals (the cocktail party problem), and
has recently been applied to separating EEG signals (Makeig et al., 1996),
fMRI signals (McKeown et a., 1998).

Desirablefilters may be those that are adapted to the patterns of interest and
capture interesting structure (Lewicki and Sejnowski, 2000). The more the
dependenciesthat are encoded, the more structure that islearned. Information
theory provides ameansfor capturing interesting structure. Information maxi-
mi zation leadsto an efficient code of the environment, resulting in morelearned
structure. Such mechanisms predict neural codesin both vision (Olshausenand
Field, 1996a; Bell and Sejnowski, 1997; Wachtler et a., 2001) and audition
(Lewicki and Olshausen, 1999).

This chapter presents methods for representing face images for face recog-
nition based on the statistically independent components of the image set.
We performed independent component analysis on the image set under two
architectures. The first architecture separated images across space (pixel lo-
cation). This found a set of independent source images, or facial feature
images, in which the pixel values of one feature image cannot be predicted
from the pixel values of the other feature images. These source images com-
prised an independent basis set for the faces, where each face image can be
decomposed into a linear superposition of independent source images. The
face representation consisted of the coefficients for the linear combination of
independent basis images that comprised each face image. This architecture
corresponded to the one used to perform blind separation of a mixture au-
ditory signals (Bell and Sejnowski, 1995) and to examine the independent
sources of EEG (Makeig et a., 1996) and fMRI data (McKeown et al., 1998).
Under this architecture, the basis images were independent, but the coding
variables that represented each face image were not. The second architec-
ture found a factorial face code. It defined a set of statistically independent
coding variables for representing the face images. This architecture separated
pixels across images, and corresponded to the architecture used to find im-
age filters that produced statistically independent outputs from natural scenes
(Bell and Sejnowski, 1997). Such a factorial code can be advantageous for
encoding complex objects that are characterized by high-order combinations
of features, since the prior probability of any combination of features can be
obtained from their individual probabilities (Barlow, 1989; Atick, 1992). Mat-
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lab codefor the ICA representationsis available at http://ergo.ucsd.edu/ ™ marni
and http://www.cnl.salk.edu/~ tewon/ica_cnl.html.

Facerecognition performancewastested using the FERET database (Phillips
etal., 1998). Facerecognitionperformancesusingthel CA representationswere
benchmarked by comparing them to performances using principal component
analysis, which is equivalent to the “eigenfaces’ representation (Turk and
Pentland, 1991; Pentland et a., 1994).

1.1.  Independent component analysis (ICA)

Bell and Sejnowski’s1CA algorithmisan unsupervised learning rulethat was
derived from the principle of optimal information transfer through sigmoidal
neurons (Laughlin, 1981; Bell and Sejnowski, 1995). Thisalgorithm addresses
the case of an arbitrary input, z, and output, y, passed through a nonlinear
sguashing function, g.

B 1
14 ev

The optimal weight w on z for maximizing information transfer is the one that
maximizesthe entropy of the output. Thisoptimal weight isfound by gradient
ascent on the entropy of the output, y with respect to w. More information on
thislearning rule is presented in Chapter 2, Section 2.

When there are multiple inputs and outputs, maximizing the joint entropy
of the output encourages the individual outputs to move towards statistical
independence. When the form of the nonlinear transfer function g is the same
asthe cumulative density functions of the underlying independent components
(up to scaling and trandlation) it can be shown that maximizing the mutual
information betweentheinput X = (z1, z, ...) andtheoutput Y = (y1, 9o, -..)
also minimizesthe mutual information between the u; (Nadal and Parga, 1994;
Bell and Sginowski, 1997). The update rule for the weight matrix, W, for
multiple inputs and outputs is given by

u = wr + wy y = g(u) (3.1

AW = (I +y'u")W (3.2)
_ 0 0yi _ 0 Oy;
wherey’ = a—yiazl = 5 lnazi.

We employed the logistic transfer function, g(u) = H% giving vy =
(1 — 2y;). Thelogistic transfer function has been found sufficient to separate
mixtures of super-Gaussian signals, meaning that the kurtosis of the probability
distribution exceeds that of a Gaussian (Bell and Segjnowski, 1995). Many nat-
ural signals, such as sound sources, have been shown to have a super-Gaussian
distribution.

The algorithm includes a “sphering” step prior to learning (Bell and Se-
jnowski, 1997). The row means are subtracted from the dataset, X, and then
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X is passed through the zero-phase whitening filter, W,, which is twice the
inverse square root of the covariance matrix:

N[

W, =2+ (XXT)~ (3.3)

This removes both the first and the second-order statistics of the data; both
the mean and covariances are set to zero and the variances are equalized. The
full transform from the zero-mean input was calculated as the product of the
sphering matrix and the learned matrix, W; = W x« Wz. The pre-whitening
filter in the ICA agorithm has the Mexican-hat shape of retinal ganglion cell
receptive fields which remove much of the variability dueto lighting (Bell and
Sejnowski, 1997).

PCA - ICA

Figure 3.1. Example 2-D data distribution and corresponding principal component and inde-
pendent component axes. The data points could be, for example, grayvalues at pixel 1 and pixel
2. Figureinspired by Lewicki & Sejnowski (2000).

Some of the differences between PCA and ICA areillustrated as follows.
Consider aset of datapointsderived from two underlying di stributions as shown
in Figure 3.1. Principal component analysis encodes second order dependen-
cies in the data by rotating the axes to correspond to directions of maximum
covariance. PCA constrainsthe axesto be orthogonal, and in this case, the pro-
jectionsof thetwo distributions would be compl etely overlapping. Independent
component analysis does not constrain the axes to be orthogonal, and attempts
to place them in the directions of maximal dependencies in the data. Each
weight vector in ICA attempts to encode a portion of the dependenciesin the
input, so that the dependencies are removed from between the elements of the
output. The projection of the two distributions onto the ICA axes would have
less overlap, and the output distributions of the two weight vectors would be
kurtotic (Field, 1994). See Chapter 2, Section 2 for amore detailed comparison
of PCA and ICA.
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1.2. Imagedata

The face images employed for this research were a subset of the FERET
face database (Phillips et al., 1998). The data set contained images of 425
individuals. There were up to four frontal views of each individual: A neu-
tral expression and a change of expression from one session, and a neutral
expression and change of expression from a second session that occurred up to
two years after the first. Examples of the four views are shown in Figure 3.2.
The algorithms were trained on a single frontal view of each individual. The
training set was comprised of 50% neutral expression images and 50% change
of expression images. The algorithms were tested for recognition under three
different conditions: same session, different expression; different day, same
expression; and different day, different expression (see Table 3.1).

Figure 3.2. Example from the FERET database of the four frontal image viewing conditions:
Neutral expression and change of expression from Session 1; Neutral expression and change of
expression from Session 2. Reprinted with Permission from Jonathon Phillips

Image Set | Condition No. Images
Training Set | Session | 50% neutral 50% other | 425

Test Set 1 Same Day Different Expression 421

Test Set 2 Different Day Same Expression 45

Test Set 3 Different Day Different Expression 43

Table3.1. Image sets used for training and testing.

Coordinates for eye and mouth locations were provided with the FERET
database. These coordinateswere used to center the faceimages, and then crop
and scalethem to 60 x 50 pixels. Scaling was based on the area of thetriangle
defined by the eyes and mouth. The luminance was normalized by linearly
rescaling each image to the interval [0,255]. For the subsequent analyses,
the rows of the images were concatenated to produce 1 x 3000 dimensional
vectors. Each image was thus represented as a point in a 3000 dimensional
space determined by the luminance value at each pixel location.
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2.  STATISTICALLY INDEPENDENT BASISIMAGES
2.1. Imagerepresentation: Architecture 1

To find a set of statistically independent basis images for the set of faces,
we separated the independent components of the face images according to the
image synthesismodel of Figure 3.3. Thefaceimagesin X were assumed to be
alinear mixture of an unknown set of statistically independent source images
S, where A is an unknown mixing matrix. The sources were recovered by a
matrix of learned filters, W, which produced statistically independent outpults,
U. Thissynthesismodel isrelated to the one used to perform blind separation
on an unknown mixture of auditory signals (Bell and Sejnowski, 1995) and to
separate the sources of EEG signals (Makeig et a., 1996) and fMRI images
(McKeown et al., 1998).

S X U
=
A W,
? S ~
? [-] ]
7 &
Sources  Unknown Face Learned  Separated
Mixing Images Weights  Outputs

Process

Figure 3.3. Image synthesis model. For finding a set of independent component images, the
imagesin X are considered to be alinear combination of statistically independent basisimages,
S, where A is an unknown mixing matrix. The basis images were recovered by a matrix of
learned filters, W7, that produced statistically independent outputs, U .

Theimagescomprisedtherowsof theinput matrix, X . Withtheinputimages
intherows of X, the ICA outputsin the rows of W; X = U were also images,
and provided aset of independent basisimagesfor thefaces (Figure 3.4). These
basisimages can be considered aset of statistically independent facial features,
wherethe pixel valuesin each featureimage cannot be predicted from the pixel
values in the other feature images. The ICA representation consisted of the
coefficients for the linear combination of independent basis imagesin U that
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*
- +...+b,

ICA representation = (b1, by, ..., by, )

Figure 3.4. The independent basis image representation consisted of the coefficients, b, for
the linear combination of independent basis images, u, that comprised each face image x.

comprised each face image, as shown in Figure 3.4. In this model, the matrix

of coefficients, B, is obtained from the mixing matrix A 2 W, 1 Each row of
A contains the coefficients b for oneimage x.

2.2. Implementation: Architecture 1

The number of independent components found by the ICA agorithm cor-
responds to the dimensionality of the input. Since we had 425 image in the
training set, the algorithm would attempt to separate 425 independent compo-
nents. Although we found in previous work that performance improved with
the number of components separated, 425 was intractable under our present
memory limitations. In order to have control over the number of independent
components extracted by the algorithm, instead of performing ICA on the n
original images, we performed ICA on a set of m linear combinations of those
images, where m < n. Recal that the image synthesis model assumes that
the images in X are a linear combination of a set of unknown statistically
independent sources. The image synthesis model is unaffected by replacing
the original images with some other linear combination of the images.

Adopting amethod that has been applied to independent component analysis
of fMRI data (McKeown et al., 1998), we chose for these linear combinations
thefirst m principal component eigenvectors of the image set. Principal com-
ponent analysis on the image set in which the pixel locations are treated as
observations and each face image a measure, gives the linear combination of
the parameters (images) that accounts for the maximum variability in the ob-
servations (pixels). The use of PCA vectorsin the input did not throw away the
high-order relationships. These relationships still existed in the data but were
not separated.

Let P,,, denote the matrix containing thefirst 7 principal component axesin
its columns. We performed ICA on P2, producing a matrix of m independent
sourceimagesintherowsof U. Inthisimplementation, the coefficients, b, for
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the linear combination of basisimagesin U that comprised the face imagesin
X were determined asfollows:

The principal component representation of the set of zero-mean imagesin
X based on P, is defined as R, = X x P,,. A minimum squared error
approximation of X isobtained by X,ec = Ry, * PL.

The ICA algorithm produced amatrix W; = W * W such that

WrxPr=U = PL=w;'U (3.4)
Therefore
Xree = Rm* PL = Xpee = Ry x W[ 'UL (35)

where W was the sphering matrix defined in Equation 3.3. Hence the rows of
Ry, W * contained the coefficients for the linear combination of statistically
independent sources U that comprised X,.., where X,.. was a minimum
squared error approximation of X, just asin PCA. Theindependent component
representation of the face imagesbased on the set of m statistically independent
featureimages, U was therefore given by the rows of the matrix

B=R,+«W; (3.6)

A representation for test images was obtained by using the principal compo-
nent representation based on the training imagesto obtain Riest = Xtest * P,
and then computing Byes; = Ryest * W L.

Note that the PCA step is not required for the ICA representation of faces.
It was employed to serve two purposes. 1. To reduce the number of sources
to a tractable number, and 2. To provide a convenient method for calculating
representations of test images. Without the PCA step, B = W, Land Bjes; can
be obtained without calculating a pseudo-inverse by normalizing the length of
therows of U, thereby making U approximately orthonormal®, and calculating
Biest = Xtest * Ur.

The principal component axes of the Training Set were found by calculating
the eigenvectors of the pixelwise covariance matrix over the set of face images.
Independent component analysis was then performed on the first 200 of these
eigenvectors, Py, Where the first 200 principal components accounted for
over 98% of the variance in the images.? The 1 x 3000 eigenvectors in Py
comprised the rows of the 200 x 3000 input matrix X. The input matrix X
was sphered according to Equation 3.3, and the weights, W, were updated

LA limitation isthat if ICA did not remove all of the second-order dependenciesthen U will not be precisely
orthonormal.

2In pilot work, we found that face recognition performance improved with the number of components
separated. We chose 200 components as the largest number to separate within our processing limitations.
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according to Equation 3.2 for 1600 iterations. The learning rate wasinitialized
at 0.001 and annealed down to 0.0001. Training took 90 minutes on a Dec
Alpha 2100a. Following training, a set of statistically independent source
images were contained in the rows of the output matrix U.

Figure 3.5 showsasubset of 25 sourceimages. A set of principal component
basis images (PCA axes), are shown in Figure 3.6 for comparison. The ICA
basis images were more spatially local than the principal component basis
images. Two factors contribute to the local property of the ICA basisimages:
The majority of the statistical dependencies were in spatially proximal image
locations, and ICA algorithm produces sparse outputs (Bell and Sejnowski,
1997).

These sourceimagesin therows of U were used asthe basis of the ICA rep-
resentation. The coefficients for the zero-mean training images were contained
intherows of B = Rygo * W, ! according to Equation 3.6, and coefficients
for the test images were contained in the rows of Byt = Ryest * W, L where
RTest = Xtesti * PQ()().

Face recognition performance was evaluated for the coefficient vectors b
by the nearest neighbor algorithm. Coefficient vectors in each test set were
assigned the classlabel of the coefficient vector in thetraining set that was most
similar as evaluated by the cosine of the angle between them:

btest . btrain
4= : 3.7
|| btest ”H bt'rain || ( )

Face recognition performance for the principal component representation
was evaluated by an identical procedure, using the principal component coef-
ficients contained in the rows of Raqp.

2.3. Results: Architecture 1

Figure 3.7 gives face recognition performance with both the ICA and the
PCA based representations. Recognition performance is aso shown for the
PCA based representation using thefirst 20 principal component vectors, which
was the eigenface representation used by Pentland, Moghaddam and Starner
(Pentland et al., 1994). Best performance for PCA was obtained using 200
coefficients. Excluding the first 1, 2, or 3 principal components did not im-
prove PCA performance, nor did selecting intermediate ranges of components
from 20 through 200. There was a trend for the ICA representation to give
superior face recognition performance to the PCA representation with 200
components. The difference in performance was marginaly significant for
Test Set 3 (Z = 1.94,p = 0.05). The difference in performance between the
ICA representation and the elgenface representation with 20 components was
statistically significant over all threetest sets (Z = 2.5, p < 0.05) for Test sets
land 2, and (Z = 2.4,p < 0.05) for Test Set 3.
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Figure 3.5. Twenty-five independent components of the image set obtained by Architecture
1, which provide a set of statistically independent basis images (rows of U in Figure 3.3).
Independent components are ordered by the class discriminability ratio, r (Equation 3.8).

Recognition performance using different numbers of independent compo-
nents was a so examined by performing ICA on 20 to 200 image mixturesin
steps of 20. Best performance was obtained by separating 200 independent
components, and in general, the more independent components were sepa-
rated, the better the recognition performance. The basis images also became
increasingly spatially local as the number of separated componentsincreased.
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Figure3.6. First 25 principal component axes of the image set (columns of P), ordered left to
right, top to bottom, by the magnitude of the corresponding eigenval ue.

Face recognition performances for the PCA and ICA representations were
next compared by selecting subsets of the 200 components by class discrim-
inability. Let T be the overall mean of a coefficient b, across al faces, and
Z; be the mean for person j. For both the PCA and ICA representations,
we calculated the ratio of between-class to within-class variability, r, for each
coefficient:
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Figure3.7. Percent correct face recognition for the ICA representation using 200 independent
components, the PCA representation using 200 principal components, and the PCA representa-
tion using 20 principal components. Groups are performancesfor Test Set 1, Test Set 2, and Test
Set 3. Error bars are one standard deviation of the estimate of the success rate for a Bernoulli
distribution.

[
r = between
Owithin

(3.8)

Where operween = 2.;(Tj — 7)? is the variance of the j class means, and
Owithin = Y. 2i(%ij — T;)* isthe sum of the variances within each class.

The class discriminability analysiswas carried out using the 43 subjectsfor
which four frontal view images were available. The ratios  were calculated
separately for each test set, excluding the test images from the analysis. Both
the PCA and ICA coefficients were then ordered by the magnitude of . Fig-
ure 3.8 (Top) compares the discriminability of the ICA coefficientsto the PCA
coefficients. The ICA coefficients consistently had greater class discriminabil -
ity than the PCA coefficients.

Face classification performance was compared using the k& most discrim-
inable components of each representation. Figure 3.8 (Bottom) shows the
best classification performance obtained for the PCA and I CA representations,
which was with the 60 most discriminable componentsfor the ICA representa-
tion, and the 140 most discriminable components for the PCA representation.
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Figure 3.8. Selection of components by class discriminability. Top: Discriminability of the
ICA coefficients (solid lines) and discriminability of the PCA components (dotted lines) for the
three test cases. Components were sorted by the magnitude of ». Bottom: Improvement in
face recognition performance for the ICA and PCA representations using subsets of components

selected by the class discriminability ». The improvement isindicated by the gray segments at
the top of the bars.
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Selecting subsets of coefficients by class discriminability improved the perfor-
mance of the ICA representation, but had little effect on the performance of
the PCA representation. The ICA representation again outperformed the PCA
representation. The difference in recognition performance between the ICA
and PCA representations was significant for Test Set 2 and Test Set 3, the two
conditionsthat required recognition of images collected on adifferent day from
thetraining set (Z = 2.9,p < .05; Z = 3.4, p < .01), respectively.

3. AFACTORIAL FACE CODE
3.1. Independencein face space versus pixel space

The analysis in Section 2 produced statistically independent basis images.
The ICA agorithm separated images across pixel location (see Figure 3.9
Top Left.) Each pixel location was an observation which took on different
grayvalues for each of the faces. This is illustrated in Figure 3.9 (Bottom
Left), in which the pixels are plotted according to their grayvalues for each
face image. ICA in Architecture 1 finds weight vectors in the directions
of statistical dependencies in the population of face images over the pixel
locations. Projecting the data onto these wei ghts produced a set of independent
images, where the pixel grayvalues in one image could not be predicted from
the grayvalues of the other images. These independent images spanned the
subspace of the face images defined by the first 200 PCA eigenvectors, and
each face wasrepresented by the coefficientsfor thelinear combination of these
independent template images that comprised each face image.

Although the basisimagesobtained in Architecture 1 were spatially indepen-
dent, the coefficientsthat coded each facewere not. By altering the architecture
of the independent component analysis, we defined a second representation in
which the coefficientswere statistically independent. In other words, the second
ICA architecture found a factorial code for the face images. The ateration in
architecture corresponded to transposing the input (see Figure 3.9 Top Right).
Each face image was treated as an observation coded by the grayvalues at
each of the pixel locations. ICA in Architecture 2 finds weight vectors in the
directions of statistical dependencies in the face code across the population of
faces. Projecting the data onto these weights produced a set of independent
coding variables to replace “ pixel location”, where the value of any given cod-
ing variable could not be predicted from the other coding variables. Each face
was represented by the values taken on by this new set of independent coding
variables.

The correspondence of the ICA-factorial representation (ICA2) with the
principal component representation is direct. The principal component coef-
ficients constitute an uncorrelated face code, whereas the ICA2 coefficients
constitute an independent face code.
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Figure 3.9. Two architecturesfor performing ICA onimages. LEFT: Architecture for finding
statistically independent basis images. Top Left: Performing source separation on the face
images produced independent component imagesin therows of U. Bottom left: The grayvalues
at pixel location 4 are plotted for each face image. ICA in architecture 1 finds weight vectors
in the directions of statistical dependencies among the pixel locations. RIGHT: Architecture
for finding afactorial code. Top Right: Performing source separation on the pixels produced a
factorial code in the columns of the output matrix, U. Bottom Right: Each faceimageis plotted
according to the grayvalues taken on at each pixel location. 1CA in architecture 2 finds weight
vectorsin the directions of statistical dependencies among the face images.

3.2. Imagerepresentation: Architecture2

A factorial face code was obtained by performing source separation on the
face images under Architecture 2. The alteration in architecture corresponded
to transposing the input matrix X such that the images were in columns and
the pixels in rows (see Figure 3.9 Right). Under this architecture, the filters
(rows of W) were images, as were the columns of A = W, !. The columns
of A formed a new set of basis images for the faces, and the coefficients for
reconstructing each face were contained in the columns of the ICA outputs, U.

Architecture 2 is associated with the image synthesis model in Figure 3.11.
This model is similar to the the model in Figure 3.3, except that we now
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Figure3.10. Imagesynthesismodel for Architecture2, based on Olshausen & Field (1996) and
Bell & Sejnowski (1997). Each image in the dataset was considered to be alinear combination
of underlying basisimages in the matrix A. The basis images were each associated with a set
of independent "causes', given by avector of coefficientsin S. The causes were recovered by a
matrix of learned filters, Wi, which attempts to invert the unknown basis functions to produce
statistically independent outputs, U.

ICA factorial representation = (uq, uy, ..., up)

Figure3.11. Thefactoria code representation consisted of the independent coefficients, u, for
the linear combination of basisimagesin A that comprised each face image x.

assume that the faces are comprised of a set of independent coefficients, S,
for a set of basis images in A, whereas in the model in Figure 3.3 it was
the other way around: The independent sources S were basis images, and
the coefficients were in A. This model was based on the image synthesis
model of Olshausen and Field (Olshausen and Field, 1996b), and was also
employed by Bell and Sgnowski (Bell and Sginowski, 1997) to find image
filtersthat produced statistically independent outputs from natural scenes. The
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ICA algorithm attempts to recover the source coefficients by finding a set of
filters W that produce statistically independent outputs, U.

The columns of the ICA output matrix, W; X = U provided afactorial code
for the training imagesin X . Each column of U contained the coefficients of
the the basis images in A for reconstructing each image in X (Figure 3.11).
The representational code for test images was found by Wi Xiest;, = Utest;
where X..: Was the zero-mean matrix of test images, and W; was the weight
matrix found by performing ICA on the training images.

3.3.  Implementation: Architecture2

ICA was performed on the face images using Architecture 2 to find inde-
pendent coding variables across images. Placing the pixel values themselves
in the columns of X would cause the ICA algorithm to attempt to extract 3000
independent components. Instead of performing ICA directly on the 3000 im-
age pixels, ICA was performed on the first 200 PCA coefficients of the face
images in order to reduce the dimensionality. The first 200 principal compo-
nents accounted for over 98% of the variance in theimages. These coefficients
comprised the columns of the input data matrix, X = R%,.

The ICA agorithm found a 200 x 200 weight matrix W; that produced
a set of independent coefficients in the output. The basis functions for this
representation consisted of thecolumnsof A = W, . A sampleof the basis set
isshown in Figure 3.12, where the principal component reconstruction Pypp A
was used to visualize the bases as images. The basisimagesin A have more
globa properties than the basis images in the ICA output of Architecture 1
(Figure 3.5). Unlike the ICA output, U, the algorithm does not force the
columns of A to be either sparse or independent.

The columns of U contained the representational codes for the training
images. Therepresentational codefor thetestimageswasfound by Wi X5 =
Usest, Where X5 Wasthe zero-mean matrix of the test images. This produced
200 coefficients for each face image, consisting of the outputs of the 200 ICA
filters.

34. Results: Architecture?2

Face recognition performance was again evaluated by the nearest neighbor
procedure. Figure 3.13 compares the face recognition performance using the
ICA factorial code representation to the independent basis representation of
Section 2 and to the PCA representation, each with 200 coefficients. Again,
there was a trend for the ICA factorial representation (ICA2) to outperform
the PCA representation for recognizing faces across days. The difference in
performance for Test Set 2 is significant (Z = 2.7,p < 0.01). There was no
significant difference in the performances of the two ICA representations.
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Figure 3.12. Basis images for the ICA factoria representation (columns of A =
obtained with Architecture 2. (See Figure 3.10).

Class discriminability of the 200 ICA factorial coefficients was calculated
according to Equation 3.8. Unlike the coefficients in the independent basis
representation, the ICA factorial coefficients did not differ substantially from
each other according to discriminability r. Selection of subsets of components
for the representation by class discriminability had little effect on the recogni-
tion performance using the ICA-factorial representation (see Figure 3.14). The
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Figure 3.13. Recognition performance of the factorial code ICA representation (ICA2) using
all 200 coefficients, compared to the | CA independent basis representation (ICA1), and the PCA
representation, also with 200 coefficients.

differencein performance between ICA1 and ICA2for Test Set 3following the
discriminability analysisjust misses significance (Z = 1.88,p = 0.06).

In this implementation, we separated 200 components using 425 samples,
which was a bare minimum. Test images were not used to learn the indepen-
dent components, and thus our recognition resultswere not due to overlearning.
Nevertheless, in order to determine whether the findings were an artifact dueto
small sample size, recognition performances were also tested after separating
85 rather than 200 components, and hence estimating fewer weight parame-
ters. The same overall pattern of results was obtained when 85 components
were separated. Both ICA representations significantly outperformed the PCA
representation on Test Sets 2 and 3. With 85 independent components, ICA1
obtained 87%, 62%, 58% correct performance, respectively on Test Sets 1,
2, and 3, ICA2 obtained 85%, 76%, and 56% correct performance, whereas
PCA obtained 85%, 56% and 44% correct, respectively. Again, as found
for 200 separated components, selection of subsets of components by class
discriminability improved the performance of ICA1 to 86%, 78%, and 65%,
respectively, and had little effect on the performances with the PCA and ICA2
representations. This suggests that the results were not simply an artifact due
to small sample size.
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Figure 3.14. Improvement in recognition performance of the two ICA representations and
the PCA representation by selecting subsets of components by class discriminability. Gray
extensions show improvement over recognition performance using all 200 coefficients.

4. EXAMINATION OF THE ICA REPRESENTATIONS
4.1. Mutual information

A measure of the statistical dependencies of the face representations was
obtained by calculating the mean mutual information between pairs of 50 basis
images. Mutual information was calcul ated as

H(ul) + H(’LLQ) — H(ul, UQ)
H(ul)

I(Ul, Uz) = (3.9

where H (u1) = —E [log(Py,)].

Figure 3.15 (lIeft) comparesthe mutual information between basisimagesfor
the original graylevel images, the principal component basis images, and the
ICA basisimages obtained in Architecture 1. Principal component images are
uncorrelated, but thereareremaining high order dependencies. Theinformation
maximization algorithm decreased these residual dependencies by more than
50%. The remaining dependence may be due to a mismatch between the
logistic transfer function employed in the learning rule and the cumulative
density function of the independent sources, the presence of sub-Gaussian
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Figure 3.15. Pairwise mutual information. LEFT: Mean mutual information between basis
images. Mutual information was measured between pairs of graylevel images, principal compo-
nent images, and independent basis images obtained by Architecture 1. RIGHT: Mean mutual
Information between coding variables. Mutual information was measured between pairs of im-
age pixelsin graylevel images, PCA coefficients, and | CA coefficients obtained by Architecture
2.

sources, or the large number of free parameters to be estimated relative to the
number of training images.

Figure 3.15 (right) compares the mutual information between the coding
variablesin the ICA factorial representation obtained with Architecture 2, the
PCA representation, and graylevel images. For graylevel images, mutual infor-
mation was cal cul ated between pairs of pixel locations. For the PCA represen-
tation, mutual informationwas cal cul ated between pairs of principal component
coefficients, and for the ICA factorial representation, mutual information was
calculated between pairs of coefficients, b. Again, there were considerable
high-order dependencies remaining in the PCA representation that were re-
duced by more than 50% by the information maximization algorithm. TheCA
representations obtained in these simul ations are most accurately described not
as “independent,” but as “redundancy reduced,” where the redundancy is less
than half that in the principal component representation.

4.2.  Sparseness

Field (Field, 1994) has argued that sparse distributed representations are ad-
vantageous for coding visual stimuli. Sparse representations are characterized
by highly kurtotic response distributions, in which a large concentration of
values are near zero, with rare occurrences of large positive or negative values
in the tails. In such a code, the redundancy of the input is transformed into
the redundancy of the response patterns of the the individual outputs. Maxi-
mi zing sparseness while maintaining information is equivalent to the minimum



Independent Component Representations for Face Recognition 61

entropy codesdiscussed by Barlow (Barlow, 1989). A transformation that min-
imizesthe entropy of theindividual outputsencouragesstatistical independence
between the outputs.?

Given the relationship between sparse codes and minimum entropy, the
advantages for sparse codes as outlined by Field (Field, 1994) mirror the ar-
guments for independence presented by Barlow (Barlow, 1989). Codes that
minimize the number of active neurons can be useful in the detection of suspi-
cious coincidences. Because a nonzero response of each unit isrelatively rare,
high-order relations become increasingly rare, and therefore more informative
when they are present in the stimulus. Field contrasts this with a compact code
such as principal components, in which afew units have arelatively high prob-
ability of response, and therefore high-order combinations among this group
are relatively common. In a sparse distributed code, different objects are rep-
resented by which units are active, rather than by how much they are active.
These representations have an added advantage in signal-to-noise, since one
need only determine which units are active without regard to the precise level
of activity. Anadditional advantage of sparse coding for face representationsis
storage in associative memory systems. Networks with sparse inputs can store
more memories and provide more effective retrieval with partial information
(Palm, 1980; Baum et ., 1988).

The probability densities for the values of the coefficients of the two ICA
representations and the PCA representation are shown in Figure 3.16. The
sparseness of the face representationswere examined by measuring the kurtosis
of the distributions. Kurtosis is defined as the ratio of the fourth moment of
the distribution to the square of the second moment, normalized to zero for the
Gaussian distribution by subtracting 3:

Yi(bi —b)*

(S —7)° : o

kurtosis =

The kurtosis of the PCA representation was measured for the principal
component coefficients. The principal components of the face images had a
kurtosis of 0.28. The coefficients, b, of the independent basis representation
from Architecture 1 had a kurtosis of 1.25. In contrast, the coefficients, b, of
the ICA factorial code representation from Architecture 2 was highly kurtotic,
at 102.9.

3|nformation maximization is consistent with minimum entropy coding. By maximizing the joint entropy
of the output, the entropies of the individual outputs tend to be minimized.
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Figure3.16. Kurtosis (sparseness) of ICA and PCA representations.

5. COMBINED ICA RECOGNITION SYSTEM

Given that the two ICA representations gave similar recognition perfor-
mances, we examined whether the two representations gave similar patterns of
errors on the face images. There was a significant tendency for the two algo-
rithms to misclassify the same images. The probability that the |CA-factorial
representation (ICA2) made an error given that the ICA-basis representation
(ICA1) made an error was .72, .88, and .89 respectively for the three test sets.
These conditional error rates were significantly higher than the marginal error
rates (Z = 7.4,p < .001;Z = 3.4,p < .001;Z = 2.8,p < .01), respec-
tively. Examples of successes and failures of the two algorithms are shown in
Figure 3.17.

When the two agorithms made errors, however, they did not assign the
same incorrect identity. Out of atotal of 62 common errors between the two
systems, only once did both algorithms assign the same incorrect identity. The
two representations were therefore used in conjunction to provide areliability
measure, where classifications were accepted only if both algorithms gave
the same answer. This combined ICA recognition system gave an overall
classification performance of 99.8% for the 400 images that met this simple
criterion, out of the total of 509 test images (100%, 100%, and 97% for the
three test sets, respectively).

Because the confusions made by the two agorithms differed, a combined
classifier was employed in which the similarity between a test image and a
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Figure 3.17. Recognition successes and failures. Left: Two face image pairs which both ICA
algorithms correctly recognized. Right: Two face image pairs that were misidentified by both
ICA agorithms. Images from the FERET face database were reprinted with permission from
Jonathon Phillips.

gallery image was defined as d; + dy, where d; and d, correspond to the
similarity measure d in Equation 3.7 for ICA1 and ICAZ2 respectively. Class
discriminability analysiswas carried out on ICA 1 and ICA2 before calculating
d; and dy. Performance of the combined classifier is shown in Figure 3.18.
The combined classifier improved performance to 91.0% ,88.9%, and 81.0%
for the three test cases, respectively. The difference in performance between
the combined ICA classifier and PCA was significant for al three test sets
(Z=27,p<0.01;Z =3.7,p < .001; Z = 3.7;p < .001).

6. DISCUSSION

In atask such as face recognition, much of the important information may
be contained in the high-order relationships among the image pixels. Face
representations such as*“ eigenfaces’ and “holons’ are based on principal com-
ponent analysis, which separates the second-order statistics of the image set,
but does not address the high-order relationships in the images. We derived
two representations for face recognition based on the statistically independent
components of face images. One representation used independent component
analysis to find a set of independent basis images that can be considered a
set of independent facial feature images. This representation was obtained
by employing an architecture that found a set of independent images across
spatial location. The representation defined faces as a linear combination of a
set of independent feature images. The face code consisted of the coefficients
for the linear combination of basis images that comprised each face image.
The second representation used ICA to find a factorial face code, in which
the coding variables were independent. This representation was obtained by
employing an architecture that separated a set of independent coding variables
across images. Both ICA representations embodied a prior that these image
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Figure 3.18. Face recognition performance of the combined ICA classifier, compared to the
individual classifiersfor ICA1 and ICA2, and PCA.

featureswereindependent acrossindividual s, so that when there were statistical
dependencies, they more reliably signaled a feature combination that occurred
within an individual.

Principal component analysis defines face space in terms of directions of
covariance in the data. ICA, on the other hand defines face space in terms of
directions of maximum dependence. ICA encodes the statistical dependencies
that are expected in the input and removes them from the output. Each output
unit learnsa set of weightsthat encodesa portion of the statistical dependencies
in the input, so that the dependencies are removed from between the output
units.

Both | CA representationsoutperformedthe" eigenface” representation (Turk
and Pentland, 1991), which was based on principal components, for recogniz-
ing images of faces sampled on a different day from the training images. This
result is particularly encouraging, since most applications of automated face
recognition require identification of images collected on a different day from
the sample images. These images can differ in the precise lighting conditions
and facial pose, in addition to possible gross differences due to changesin hair,
make-up, and facial expression. A classifier that combined the two ICA rep-
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resentations outperformed eigenfaces across all three test sets. Methods have
been presented for optimizing recognition performancewith "eigenfaces," such
as building amodular representation consisting of "eigenfaces" plus"eigenfea-
tures,” which are principal components of subimages containing the eyes, nose,
or mouth (Pentland et al., 1994). These optimization procedures are applicable
to the ICA representations as well. The purpose of the comparison in this
paper was to compare the ICA and PCA-based representations under identical
conditions.

In Section 3, independent component analysis provided a set of statistically
independent coefficients for coding the images. It has been argued that such
afactorial code is advantageous for encoding complex objects that are charac-
terized by high-order combinations of features, since the prior probability of
any combination of features can be obtained from their individual probabilities
(Barlow, 1989; Atick, 1992). According to the arguments of both Field (Field,
1994) and Barlow (Barlow, 1989), the ICA-factoria representation is a more
optimal object representationthan the | CA-basisrepresentation given itssparse,
factorial properties. Dueto the differencein architecture, the | CA-factorial rep-
resentation always had fewer training samplesto estimate the same number of
free parameters as the |CA-basis representation. Figure 3.15 shows that the
residual dependenciesin the ICA factorial representation were higher than in
the ICA basis representation. The |CA-factorial representation may prove to
have a greater advantage given a much larger training set of images. It asois
possible that the factorial code representation may prove advantageous with a
more powerful recognition engine than nearest neighbor on cosines, such as a
Bayesian classifier. Animage set containing many more frontal view images of
each subject will be needed to test that hypothesis. Statistical analyses such as
those conducted here require alarge number of images. Performanceimproved
as the number of components increased, where number of training samplesre-
quired for learning increases multiplicatively with the number of components
separated.

Unlike principal component analysis, independent component analysisusing
Architecturelfoundaspatially local facerepresentation. Local featureanalysis
(LFA) (Penev and Atick, 1996) also findslocal basisimagesfor faces, but using
second-order statistics. The LFA basis images are found by performing zero
phase whitening (Equation 3.3) on the principal component axes, followed by a
rotation to topographic correspondencewith pixel location. The LFA agorithm
is not sensitive to the high-order dependenciesin the face image ensemble, and
inteststo date, recognition performancewith the algorithm hasnot significantly
improved upon PCA (Donato et al., 1999).

Architecture 1 produced local basis images, but the face codes were not
gparse. Architecture 2 produced sparse face codes, but with holistic basis
images. A representation that has recently appeared in the literature, non-
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negative matrix factorization (NMF) (Lee and Seung, 1999) produced local
basis images and sparse face codes. While this representation is interesting
from a theoretical perspective, it has not yet proven useful for recognition. A
face representation that employs restricted Boltzmann machines (RBMs) also
finds local features when non-negative weight constraints are employed (Teh
and Hinton, 2001). In this novel approach, a nonlinear generative model is
created for each individual and trained on pairs of different images of the that
individual. Testimagesarecomparedto training imagesby measuring how well
thegenerativemodel canaccount for thepair (train,test). Inexperimentsto date,
RBM'’s outperformed PCA for recognizing faces across changesin expression
or addition/removal of glasses, but performed morepoorly for recognizing faces
across different days. Aswill be discussed in Chapter 6 it appears that spatial
locality and sparsenessalone are not enough for good recognition performance.
Encoding high order dependencies may be the crucial property.*

The information maximization learning agorithm was developed from the
principle of optimal information transfer in sigmoidal neurons. It contains a
Hebbian correlational term between the nonlinearly transformed outputs and
weighted feedback from the linear outputs (Bell and Sejnowski, 1997). The
biological plausibility of the learning algorithm, however, islimited by fact that
the learning ruleis nonlocal. Local learning rules for independent component
analysis are presently under development (Lin et a., 1997).

The principle of independence, if not the specific learning algorithm em-
ployed here (Bell and Sejnowski, 1997), may have relevance to face and object
representations in the brain. Horace Barlow (Barlow, 1989) and Joseph At-
ick (Atick, 1992) have argued for redundancy reduction as a general coding
strategy in the brain. This notion is supported by the findings of Bell and
Seinowski (Bell and Sejnowski, 1997) that the filters that produce indepen-
dent outputs from natural scenes are local, oriented, spatially opponent filters
similar to the response properties of V1 simple cells. Olshausen and Field
(Olshausen and Field, 1996b; Olshausen and Field, 1996a) obtained a similar
result with a sparseness objective, where there is a close information theo-
retic relationship between sparseness and independence (Barlow, 1989; Bell
and Sejnowski, 1997). Conversely, it has also been shown that Gabor filters,
which closely model the responses of V1 simple cells, are sensitive to high
order dependencies. Gabor filter outputs to natural scenes are at least pairwise
independent in the presence of divisive normalization such as the contrast gain
control mechanisms proposed to exist in V1 (Simoncelli, 1997; Heeger, 1992).
In further support of the biological relevance of independence, it has recently
been reported that the ICA representation presented in Section 2 gave better

4 Although the NMF codes were sparse, they were not a minimum entropy code as the objective function
did not maximize sparseness while preserving information.
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correspondence with human perception of facial similarity than both PCA and
non-negative matrix factorization (Hancock, 2000).

Desirable filters may be those that are adapted to the patterns of interest
and capture interesting structure (Lewicki and Sejnowski, 2000). The more
the dependencies that are encoded, the more structure that is learned. Such
mechanisms predict neural codes in both vision(Bell and Sejnowski, 1997;
Wachtler et a., 2001) and audition (Lewicki and Olshausen, 1999). The
research in this chapter found that face representations derived from filtes
sensitive to high order dependencies gave superior recognition performance
to representations derived from filters sensitive to second-order redundancies
only. Thisfinding supports arguments that independenceis agood strategy for
high-level object recognition.

Acknowledgments

| am grateful to Javier Movellan, Martin McKeown, and Michael Gray for help-
ful discussionson thistopic, and valuable comments earlier drafts of this paper.
Support for this work was provided by Lawrence Livermore National Labo-
ratories ISCR agreement B291528, the McDonnell-Pew Center for Cognitive
Neuroscience at San Diego, and the Howard Hughes Medical Institute.

Portions of the research in this chapter use the FERET database of facia
images, collected under the FERET program of the Army Research Laboratory.
An abbreviated version of this chapter appears in Proceedings of the SPIE
Symposium on Electonic Imaging: Science and Technology; Human Vision
and Electronic Imaging I11, Vol. 3299, B. Rogowitz & T. Pappas, (Eds.), SPIE,
1998.






Chapter 4

AUTOMATED FACIAL EXPRESSION ANALYSIS

Abstract

The ability to recognize facia signalsis essential for natural communication
between humansand until recently hasbeen absent from the computer. Withinthe
past decade, significant advances have enabled computer systems to understand
and use this natural form of human communication. Because most investigators
havelimited their analysisto asmall set of posed expressions, the generalizability
of these systemsto real world applicationsislow. Herewe present an approachto
automatic facial expression analysis based on the Facial Action Coding System
(FACS). This system objectively measures facial expressions by decomposing
them into component actions. FACS is presently performed by expert human
observers, not computers. An automated facial action coding system will have a
widerange of applicationsin behavioral science, medicine, and human-computer
interaction. Thischapter reviewsthestateof theartin automatedfacial expression
analysis, describesthe Facial Action Coding System, and outlines our approach
to automating FACS.

Facial expression is one of the most powerful and immediate means for
human beings to communicate their emotions, intentions, and opinionsto each
other. Facial expression measurement from video is presently used in avariety
of areas of behavioral research, including the study of emotion, social inter-
action, communication, anthropology, personality, and child development (for
reviews see (Ekman et al., 1992; Ekman and Oster, 1979; Ekman and Rosen-
berg, 1997)). Recent advances in computer vision and neural networks open
up the possibility of automatic measurement of facial signals. An automated
system would have atremendousimpact on basic research by making facial ex-
pression measurement more accessible as abehavioral measure. Thisresearch
also laysthe basisfor computer systems that can understand this important as-
pect of human communication. Computer systems with this capability would
have a wide range of applications in education, behaviora science, mental
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health, human-computer interaction, and any context inwhichitisimportant to
monitor the emotional well being and paralinguistic communication of people.
(See (Picard, 1997) for an in depth discussion.)

In the past decade, important progress has been made toward enabling com-
puter systems to recognize facial expressions. The approaches that have been
explored include analysis of facial motion (Mase, 1991; Yacoob and Davis,
1994; Rosenblum et al., 1996; Essa and Pentland, 1997), measurements of
the shapes of facial features and their spatial arrangements (Lanitis et al.,
1997; Zhang et al., 1998), halistic spatial pattern analysis using techniques
based on principal component analysis (Cottrell and Metcalfe, 1991; Padgett
and Cottrell, 1997; Lanitis et a., 1997), graylevel pattern analysis using local
gpatial filters (Padgett and Cottrell, 1997; Zhang et al., 1998), and methods
for relating face images to physical models of the facial skin and musculature
(Mase, 1991; Terzopoulusand Weaters, 1993; Li et al., 1993; Essaand Pentland,
1997). These systems demonstrate approaches to face image analysisthat are
applicableto the present goals and are reviewed in Section 1, but generalizabil-
ity of these systemsto real world applicationsislow. Thereasonsare discussed
in Section 2. (See also (Hager and Ekman, 1995).)

1. REVIEW OF OTHER SYSTEMS
1.1.  Motion-based approaches

The mgjority of the computer vision work on facial expression recognition
has focused on facial motion analysis through optic flow estimation. If the
tissuesand musclesare similar between different people, the motionsthat result
from facia action should be similar, independent of surface level differences
between faces. In an early exploration of facial expression recognition, Mase
(1991) used optic flow to estimate the activity in 12 of the 44 facial muscles.
For each muscle he defined an axis of expansion and contraction and awindow
in the face image within which to measure optic flow. A coarse estimate of the
activity of the muscle was provided by the mean cosine of the angle of each of
the flow vectors to the axis of contraction.

Yacoob & Davis (1994) constructed a mid-level representation of facial
motion from the optic flow output, which consisted of such descriptions as
“right mouth corner raises’. The mid-level representation was then classified
into one of six facial expressions using a set of heuristic rules. Rosenblum,
Yacoob & Davis (1996) expanded this work to analyze facial expressions
using the full temporal profile of the expression, from initiation, to apex, and
relaxation. They trained radial basis function neural networks to estimate
the stage of an expression from a facial motion description, and constructed
separate networks for each expression. Radia basis functions approximate
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nonlinear mappings by Gaussian interpolation of examples, and are well suited
to modeling systems with smooth transitions between states.

Beymer, Shashua, and Poggio (Beymer et al., 1993) trained radia basis
function neural networks to learn the transformation from optic flow fields to
pose and expression coordinates, and from pose and expression coordinates
back to optic flow fields. The estimated optic flow fields could be used to
synthesi ze new poses or expressions from an exampleimage by imagewarping
techniques.

Lienand colleagues(Lienet al., 2000) achieved somesuccessfor recognizing
facia actions from motion flow fields. The flow fields were reduced to lower
dimensions through principal component analysis, and then classified in a
hidden Markov model.

These approaches to facial expression recognition focused exclusively on
analysis of facial motion, often citing a behavioral study by Bassili (Bassili,
1979) to support the exclusive use of motion. Motion is an important aspect
of facial expressions, but not the only cue. Bassili’s study used point-light
displays to demonstrate that human subjects can recognize facial expressions
from motion signalsalone. Recognition rates, however, werejust above chance,
and substantially lower than those reported for recognizing a similar set of
expressions from static graylevel images (e.g. (McKelvie, 1995)). Here, we
compare motion-based methods for facial expression analysis to methods that
extract other forms of information from the image graylevels. We a so explore
combining motion with spatial textureinformation. Perhaps combining motion
and graylevel information will ultimately provide the best facial expression
recognition performance, asit does for the human visual system (Bassili, 1979;
Wallbott, 1992).

1.2.  Feature-based approaches

One of the earliest approaches to recognizing facial identity in images was
based on a set of feature measurements such as nose length, chin shape, and
distance between the eyes (Kanade, 1977; Brunelli and Poggio, 1993). Mea
suring the positions of specific facial features can also be applied to expression
recognition. Lanitis, Taylor, & Cootes, (1997), recognized identity, gender,
and facial expressions by measuring shapes and spatial relationships of a set of
facial features using a flexible face model. An advantage of the feature-based
approach is that it drastically reduces the number of input dimensions, facili-
tating the classification step. A disadvantage is that the specific image features
relevant to the classification may not be known in advance, and vital informa-
tion may be lost when compressing the image into a limited set of features.
Moreover, holistic graylevel information appears to play an important role in
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human face processing (Bruce, 1988; Bruce, 1998), and may therefore contain
important information for face image analysis by computer as well.

Thework most closely related to our approach to facial expression analysis
is by agroup lead by Jeff Cohn and Takeo Kanade. This group is developing
methods independently for automating the Facial Action Coding system. (See
Section 3.) Their system classifies facial actions by analysis of the locations
of specific facial features and their displacements. An early version of this
system (Cohn et a., 1999) explored feature point tracking, in which over 40
points were manually located in the initial face image, and the displacements
of these feature points were estimated by optic flow. Discriminant functions
classified the displacementsinto 3 action classesin the brow region, 3intheeye
region, and 9 in the mouth region. Tian, Kanade, and Cohn (Tian et al., 2001)
extended this work by building multi-state facial component models to track
and model facial features. These feature-based parameterswere then classified
in a 3 layer neural network. Here we explore image representations that
provide information about entire regions of the face image, not just locations
of selected feature points. In direct comparisons, techniques based on template
matching, and more generally, techniques in which the image is decomposed
using graylevel image kernels such as Gabor wavelet decomposition, have
shown to be more effective than feature-based representations for identity
recognition (Brunelli and Poggio, 1993; Lanitis et al., 1997) and expression
recognition (Zhang et a., 1998).

1.3. Mode-based techniques

Severa facial expression recognition systems have employed explicit phys-
ical models of the face (Mase, 1991; Terzopoulus and Waters, 1993; Li et al.,
1993; Essaand Pentland, 1997). Essa & Pentland (1997) extended an anatom-
ica and physica model of the face developed by Terzopoulus and Waters
(1993) and applied it to both recognizing and synthesizing facial expressions.
The model consisted of a geometric mesh with 44 facial muscles, their points
of attachment to the skin, and the elastic properties of the skin. Images of
faces were mapped onto the physical model by image warping based on the
locations of six points on the face. Motion estimates from optic flow were
refined by the physical model using a Kalman filter in a recursive estimation-
and-control framework, and the estimated forceswere used to classify thefacial
expressions.

In a model-based system, classification accuracy is limited by the validity
of the model. There are numerous factors that influence the motion of the skin
following muscle contraction, and it is difficult to accurately account for all of
theminadeterministicmodel. Here, wetakeanimage-basedapproachinwhich
facia action classes are learned directly from example image sequences of the
actions, bypassing the physical model. |mage-based approaches have recently
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been advocated (Beymer and Poggio, 1996) and can successfully accomplish
tasks previously assumed to require mapping onto a physical model, such as
expression synthesis, face recognition across changes in pose, and synthesis
across pose (Beymer et al., 1993; Vetter and Poggio, 1997).

14. Holisticanalysis

An alternative to feature-based image analysis, holistic analysis, emphasizes
preserving the original images as much as possible and alowing the classifier
to discover the relevant features in the images (Movellan, 1995). An exam-
ple of this approach is template matching. Templates capture information
about configuration and shape that can be difficult to parameterize. In direct
comparisons, template matching outperformed feature-based methods for face
recognition (Brunelli and Poggio, 1993; Lanitis et al., 1997) and expression
recognition (Zhang et a., 1998). The work presented in the next two chapters
takes an adaptive approach to image analysis in which image features relevant
to facial actionsarelearned directly from exampleimage sequences, bypassing
the physical model. In such approaches to image analysis, the physical prop-
erties relevant to the classification need not be specified in advance, and are
learned from the statistics of the image set. This is particularly useful when
the specific features relevant to the classification are unknown (Valentin et al.,
1994).

One holistic spatial representation, “eigenfaces,” is based on the principal
components of the image pixels (Cottrell and Fleming, 1990; Turk and Pent-
land, 1991). Principal component analysis (PCA) finds an orthogonal set of
dimensionsthat account for the principal directions of variability in the dataset.
The component axes are template images that can resemble ghost-like faces.
A low-dimensiona representation of the face images with minimum recon-
struction error is obtained by projecting the images onto thefirst few principal
component axes. Principal component analysis has been applied successfully
to recognizing both facial identity (Cottrell and Fleming, 1990; Turk and Pent-
land, 1991), and facial expressions (Cottrell and Metcalfe, 1991; Bartlett et al.,
1996; Padgett and Cottrell, 1997). Another holistic spatial representation is
obtained by a class-specific linear projection of the image pixels (Belhumeur
et a., 1997). Accurate alignment of the facesis critical to the success of such
image-based approaches. This is true of motion-based approaches as well,
however, and feature-based approaches require precise alignment of multiple
internal features. Feature-based and template-based methods need not be mu-
tually exclusive. Lanitis, Taylor, & Cootes, (1997), recognized identity, gender,
and facial expressions by measuring shapes and spatial relationships of a set
of facial features using a flexible face model. Performance improved by aug-
menting a set of feature measurementswith parameters containing information



74 FACE IMAGE ANALYS S

about modes of variation in graylevel images based on principal component
analysis.

2. WHAT ISNEEDED

Most of the computer systems for recognizing facial expressions described
above attempt to classify expressions into a few broad categories of emotion,
such as happy, sad, or surprised. As support for this approach,the authors cite
evidencefor seven universal facial expressions(see Ekman, 1989, for areview).
The existence of universal facial expressions does not imply that these seven
emotion categories are sufficient to describe all facial behavior (Hager and
Ekman, 1995). In natural interaction, prototypic expressions of basic emotions
occur relatively infrequently. Annoyance, for example, may be indicated by
just atightening of the mouth. For real world applications, what is needed isa
facial expression analysissystem that is objective, comprehensive, and reliably
linked to ground truth.

Comprehensiveness. If automated facial measurement were to be con-
structed simply in terms of seven elementary emotional categories, much im-
portant information would belost: variationswithin an emotional category (eg.
vengeancevs. resentment), variationsin intensity (annoyance vs. fury), blends
of two or more emations (e.g. happiness + disgust — smug), facial signals of
deceit, signs of cognitive state such as boredom, interest, confusion, and stress,
and conversational signals that provide emphasis to speech and information
about syntax.

Objectivity. For basic research into facial behavior itself, the measure of
facial expression needs to be abjective as well as comprehensive. Such re-
search questionsinclude “what are the facial signals of stress?” and “what are
the differences between spontaneous and posed smiles?’ A system that clas-
sifies faces as “stressed” or “not stressed” does not specify the differences in
facial movement. An objective and detailed parameterization of facial move-
ment is required for such studies. (Ekman et a., 1988). Several computer
vision systems explicitly parameterize facial movement (Yacoob and Davis,
1994), and relate facial movementsto the underlying facial musculature (Mase,
1991; Essaand Pentland, 1997), but it is not known whether these descriptions
are sufficient for describing the full range of facial behavior. Furthermore,
many of these movement parameters were estimated from posed, prototypical
expressions and may not be appropriate descriptors for spontaneous facial ex-
pressions, which differ from posed expressions in both their morphology and
their dynamics (Hager and Ekman, 1995) (See Section 4).

Ground truth. Finally, the system needsto bereliably linked to ground truth.
If wewant asystem toidentify “stress’ in the face, how do we teach the system
what astressed facelookslike? The problem seemssimpleat first: Ask subjects
to posean expression of stressand use aset of suchimagesto trainthecomputer.
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A difficulty with that approach is that there are many differences between
spontaneous and posed expressions, which are discussed below in Section 4. It
is preferable to record subjects when they spontaneously express an emotional
or cognitive state. Challenges with this approach include inducing these states
and verifying that the subject is experiencing the desired state. (I have seen
subjects show contempt during a “sad” film clip, and annoyance during a
comedy clip.) An aternative approach is to take advantage of what is already
known about how faces move during different emotions and cognitive states.
There is dready a large body of behavioral data in the psychology literature
onfacial expressions and their associationswith emotional and cognitive state.
Oneway to tackle the ground truth problem isto make use of this body of data.

3. THE FACIAL ACTION CODING SYSTEM (FACS)

We chose to base our system on the Facial Action Coding System (FACS)
(Ekman and Friesen, 1978), asystem employed by experimental psychologists
for over 20 years to study facial behavior. FACS is a scoring system defined
for expert human observers, not a computer. The system is objective, com-
prehensive, and there is over 20 years of behavioral data on the relation of its
movement parameters to emotion and cognitive state. FACS was developed to
provide objective measures of facial activity to enable behavioral scienceinves-
tigations of the face. Such studies included the differences in facia behavior
when people are telling the truth versus lying, the patterns of central nervous
system activity that accompany different facial movements, and whether facial
behavior predicts clinical improvement. The difference between facial mea-
surement as an approach to the study of facial expression versus measuring
information that observersinfer from facial expressionsisreviewed in (Ekman,
1982a; Ekman, 1982b).

FACS was developed following extensive study of facial movement by be-
havioral scientists. Ekman and Friesen determined from pal pation, knowledge
of anatomy, and videotapes how the contraction of each of the facial muscles
changed the appearance of the face (see Fig 4.1). They defined 46 Action
Units, or AUSs, to correspond to each independent motion of the face. (See
Table 4.1.)An additional 20 actions code head and eye movements. A trained
human FACS coder decomposes an observed expression into the specific AUs
that produced the expression. FACS is coded from video, and the code pro-
vides precise specification of the dynamics (duration, onset and offset time)
of facial movement in addition to the morphology (the specific facial actions
which occur). Electromyography also directly measures facial behavior, but it
is obtrusive and not comprehensive.

FACS continues to be the leading method for measuring facial expressions
in behavioral science. More than 300 people worldwide have achieved inter-
coder agreement on the Facial Action Coding System. A number of studies
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Figure 4.1. The Facia Action Coding System decomposes facial motion into component
actions. The upper facial muscles corresponding to action units 1, 2, 4, 6 and 7 are illustrated.
Reprinted with permission from Ekman & Friesen (1978).

have appeared showing the rich variety of information that can be obtained by
using FACS (see (Ekman and Rosenberg, 1997) for a review). This system
has been used, for example, to demonstrate differences between genuine and
simulated pain (Craig et a., 1991), differences between when peoplearetelling
thetruth versuslying (Ekman, 1985), and differences betweenthefacial signals
of suicidal and non-suicidally depressed patients (Heller and Haynal, 1994).
Aspects of FACS have been incorporated into computer graphic systemsfor
synthesizing facial expressions (e.g. Toy Story (Kanfer, 1997)), and into facial
muscle models for parameterizing facial movement (Rydfalk, 1987; Mase,
1991). However, FACS s not an image synthesis model. An early expression
synthesis model (Rydfalk, 1987) is often called FACS in the computer vision
community, which has produced some confusion. It isimportant to distinguish
FACS itself from computer models that attempt to synthesize some of the
facia actions. FACSis a scoring system for human observers. Also, although
there are clearly defined relationships between FACS and the underlying facial
muscles, FACS is an image-based method. Facial actions are defined by the
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image changes they produce in video sequences of face images, and identified
by trained human observers.

Although FACSisapromisingapproach, amajor impediment toitswidespread
use in behaviora scienceis the time required to both train human experts and
to manually score the video tape. It takes over 100 hours of training to achieve
minimal competency on FACS, and each minute of video tape takes approxi-
mately one hour to score. An automated system would not only increase the
speed of coding, it would also improve the reliability, precision, and temporal
resolution of facial measurement. Automating the FACS would make it more
widely accessibleasaresearch tool, and it would provide agood foundation for
applicationsof automatic facial expression analysisin man-machineinterfaces.
FACS providesadescriptionof thebasic elementsof any facial movement, anal-
ogous to phonemes in speech. A large body of empirical data already exists
demonstrating the rel ationship of the FACS movement parametersto emotions,
emotion intensity, variations, blends, and conversational signals.

Thisresearch laysthebasisfor computer systemsthat can understand anim-
portant aspect of human communication, facial expression. Computer systems
with this capability would have a wide range of applications in education, be-
havioral science, mental health, human-computer interaction, and any context
in which it isimportant to monitor the emotional well being and paralinguistic
communication of people. Teleconferencing and low-bit-rate encoding is an-
other application. MPEG-4 includes facial animation parameters, which were
inspired by FACS. Instead of continuously transmitting complete images of the
face, one need only transmit afew movement parameters to update the image.
The MPEG-4 parameters map into a subset of the action unit feature space.
Some movements, such as contraction of the orbicularis oculi and wrinkling
of the nose (see below), are absent from MPEG-4. FACS provides a more
comprehensive parameterization of facial movement than the set of parameters
presently included in MPEG-4. In addition, FACS can help with the problem
of ground truth when assigning emotional or cognitive labelsto a set of facia
movements. For example, the MPEG-4 high-level emotion descriptor for joy
is “the eyebrows are relaxed, the mouth is open, and the mouth corners are
pulled back toward the ears’ (MPEG Video and SNHC, 1998). This descrip-
tion omits the contraction of the orbicularis oculi, discussed below, and also
might confuse a fear mouth, which pulls the mouth corners towards the ears
using the risorious muscle, with the smiling mouth, which pulls the mouth
corners towards the temples using the zygomaticus major. To date, the use of
the MPEG-4facia animation parameters has been limited to synthesis of facial
expressions in the absence of an effective way to capture them from the data
stream. An automated FACS system will provide this missing capability and
usher in anew generation of MPEG-4 applications.
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Table4.1.

Name

Inner brow raise
Outer brow raise
Lower brows (furrow)
Widen eye opening
Cheek raise
Lidstight

Nose wrinkle

Upper lipraise
Nasolabial furrow deepen
Lip corner pull

Cheek puff

Dimpler

Lip corner depress
Lower lip depress

FACE IMAGE ANALYS S

List of facia actionsin the Facial Action Coding System.

Facial Muscle

Frontalis, pars medialis

Frontalis, parslateralis

Corrugator supercilli, Depressor supercilli
Levator palpebrae superioris
Orbicularis oculi, pars orbitalis
Orbicularis oculi, pars pal pebralis
Levator labii superioris alaguae nasi
Levator labii superioris

Levator anguli oris

Zygomaticus major

Zygomaticus minor

Buccinator

Depressor anguli oris

Depressor |abii inferioris

Chinraise Mentalis

Lip Pucker Incisivii labii superioris & inferioris

Tongue show Nonspecific

Lip stretch Risorious with platysma

Neck tighten Nonspecific

Lip Funnel Orbicularisoris

Lip Tighten Orbicularisoris

Lip Press Orbicularisoris

Lips Part Depressor labii inferioris, or relaxation of
mentalis or orbicularis oris

Jaw drop Masseter, relaxed temporal & internal pterygoid

Mouth stretch Pterygoids and digastric

Lip suck Orbicularisoris

Jaw thrust Nonspecific

Jaw sideways Nonspecific

Jaw clench Nonspecific

Bitelip Nonspecific

Blow Nonspecific

Puff Nonspecific

Cheek suck Nonspecific

Tongue bulge Nonspecific

Lip wipe Nonspecific

Nostril Dilate Nonspecific

Nostril Compress Nonspecific

Lids droop Relaxation of levator palpae superioris

Eyelid dlit Orbicularis oculi

Eyes closed Relaxation of levator palpae superioris, orbicularis oculi,
pars palebralis

Eye squint Orbicularis oculi, pars palebralis

Eye blink Relaxation of levator palpae superioris, orbicularis oculi,
pars palebralis

Wink Relaxation of levator palpae superioris, orbicularis oculi,
pars palebralis

DETECTION OF DECEIT

Measurement of facial behavior at the level of detail of FACS can pro-
vide information for deceit detection. Investigations with FACS have revealed
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a number of facial clues to deceit, including information about whether an
expression is posed or genuine and leakage of emotional signals that an indi-
vidual isattemptingto suppress. (See(Ekman, 1991) for acompetediscussion.)
Spontaneous and voluntary facial expressions are mediated by different neural
systems. We have very poor voluntary control over some of the facial muscles,
particularly muscles in the upper face. Some facia actions tend to be omitted
in posed expressions, and are less likely to be suppressed when attempting to
hide an emotion (Ekman, 1991).

For example, genuine expressions of happiness can be differentiated from
posed smiles by the contraction of the orbicularis oculi (AU 6) (Ekman et al.,
1988). This is the sphincter muscle that circles the eye (see Figure 4.1). It
raisesthelevel of the cheek and it produces or deepens crows-feet wrinkles next
to the eye. Figure 4.2a demonstrates a smile with and without the contraction
of thiseye muscle.

When posing an expression of sadness, subjects often exaggerate the down-
ward turn of the mouth, and use inappropriate muscle groups. The subject on
the left in Figure 4.2b demonstrates how the lip corners turn down (AU 15),
without involving other musclesin the lower face. Thisis difficult to perform
voluntarily without, for example, pushing the skin on the chin and lower lip
upward (AU 17) which produces dimpling in the chin. The subject on theright
was in fact doing his best to pose sadness for another researcher. This subject
exaggerates the activity in the mouth region, and includes actions not associ-
ated with spontaneous expressions of sadness. He aso omits activity normally
observed in sadness in the upper face. The subject on the left demonstrates
how theinner corners of the brow areraised (AU 1), the eyelidsdroop (AU 41),
and the gaze is downward.

Figure 4.2c illustrates some differences between genuine and posed expres-
sions of fear. Fear is reliably indicated by a combination of actions in the
brow region in which both the inner and the outer corner of the brow is raised
(AUs 1+2), and the complex of muscles between the brows is contracted (AU
4), giving the brows the raised and flat shape shown on the left in Figure 4.2¢c
(Ekman, 1991). This combination of actionsis difficult to perform voluntarily
and likewise difficult to suppress when fear is experienced. The subject on the
right, who is posing fear, raisestheinner and outer brow asin surprise, but fails
to contract the complex of muscles between the brow. This subject also omits
contraction of the risorius muscle (AU 20) which pullsthelip corners towards
the ear, and fails to raise the upper lid to reveal more sclera (AU 5).

Suppressed emations can al so be reveal ed through micro expressions. Micro
expressionsare full-face emotional expressionsthat are much shorter than their
usual duration, often lasting just one-thirtieth of a second before they are
suppressed or covered up with asmile (Ekman, 1991). Untrained subjects are
unable to detect micro expressions when shown at full speed. An automatic
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Figure4.2. Common errorsin posed facial expressionsa. Genuine smilesinclude contraction
of the sphincter muscle around the eye (left). This action is absent on the right. b. Facial
behavior empirically associated with genuine sadness is demonstrated on the left. The posed
expression on the right omits some actionsin the upper face and includes spurious actionsin the
lower face. ¢. Spontaneous expressions of fear contain the actions shown on theleft. The posed
expression of fear on the right omits several actions. Courtesy of P. Ekman. Pictures of Facial
Affect.

facial expression analysis system could scan large quantities of film for micro
expressionsin arelatively short period of time.

Other differences between spontaneous and posed expressionsinclude sym-
metry. Spontaneous expressions are more symmetric than posed expressions
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and have apex coordination, in which the facia muscles reach their peak
contraction simultaneously (Ekman, 1991). There are also differences in the
dynamics. Spontaneous expressions have a fast, smooth onset, whereas posed
expressions often have a slower, jagged onset and are held too long (Ekman,
1991). There are also differencesin coordination with other modalities such as
timing with respect to speech.

5. OVERVIEW OF APPROACH

Chapters 5 and 6 explore methods for automating the Facial Action Coding
system. Our approach to image analysis emphasizes learning and adaptive
techniques. We draw upon principlesfrom biological vision, machinelearning,
and probability theory to adapt processing to the immediate task environment.
We separated the task of facial expression recognition into three components:
(1) Face detection, tracking, and alignment; (2) Representation (often called
feature extraction), and (3) Classification.

The major thrust of our work has been the investigation of component (2),
image representations. What kinds of image features are useful for facial
expression analysis, and which techniques are most effective for extracting
informationabout facial expression fromtheimage? Our work wasinformed by
the large body of research on facial identity recognition. The pioneering work
onfacial identity recognition extracted rel ative distances betweenfacial features
such as the distance between the eyes to identify individuals (Kanade, 1973).
It was later found that simple template matching techniques outperformed
a detailed feature-based method for face recognition (Brunelli and Poggio,
1993). One explanation for this finding is that feature-based representations
of the face can be impoverished. We do not know a priori which features and
which high-order relationships among those features to measure. Our research
team instead employs methods that learn about image structure directly from
the image ensemble, and/or have roots in biological vision. Such methods
have proven to be successful for facial identity recognition in the FERET
competition (Phillips et a., 1998). Adaptive techniques in image analysis
include eigenfaces (Turk and Pentland, 1991), local feature analysis (Penev
and Atick, 1996), and independent component analysis (Bartlett, 1998). These
methods employ image filters that are learned from the face image ensemble.
Thesefilters decompose each imageinto alinear superposition of basisimages.
Image decompositionisillustrated in Figure4.3. Another successful technique
for face recognition employs Gabor wavel et decomposition, in which theimage
filters are predefined, rather than learned, and are modeled after the receptive
fields of primary visual cortical neurons (Lades et al., 1993; Daugman, 1988).

We applied these techniques to the problem of facial expression analysis.
We compared more than ten image representation algorithms on the task of
classifying facia actions. The techniques were compared on a common image
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test bed using common classifiers. When comparing techniques, it isimportant
to hold other components of the system constant, such as training and testing
images, and methods for alignment and classification. Differences in the
performance of feature extraction methods could be swamped, for example, by
differencesin alignment accuracy.

In our first comparative study (Bartlett et al., 1999), presented in Chapter 5,
we explored three representations. “eigenfaces’ which is an unsupervised
approach to feature extraction based on pixelwise covariances (PCA), explicit
feature extraction that measures facial wrinkles and eye opening, and facial
motion analysis based on optic flow fields. These comparisons supported the
theory that unsupervised feature extraction based on dependenciesin theimage
ensemble is more effective for face image analysis than explicit measurement
of facial features. The results also suggest that hand-engineered features plus
unsupervised representations may be superior to either one aone, since their
performances may be uncorrel ated.

Our second study (Donato et al., 1999), presented in Chapter 6, compared
adaptive filters learned through supervised and unsupervised learning to pre-
defined filters based on cortical receptive fields. The representations included
eigenfaces, independent component analysis, local feature analysis, Fishers
linear discriminants, and Gabor wavelet decomposition. We addressed the
issue of spatially local and global filters in these representations and in local
implementations of principal component analysis. We also examined another
motion-based representation that extracted flow fields with sub-pixel accuracy.
The second study provided evidence that techniques sensitive to high-order
statistical dependencies were more effective than second-order techniques for
facia expression analysis.

Kernel Qutput

Figure 4.3. Example image decomposition. Here an image is convolved with a family of
Gabor wavelets. The output is channeled to the classifier.



Chapter 5

IMAGE REPRESENTATIONS FOR FACIAL EXPRESSION
ANALYSIS: COMPARATIVE STUDY |

Based on “Measuring facial expressions by computer image analysis’ by Bartlett, M.S. Hager,
J.C., Ekman, P, & Sejnowski, T.J., which appeared in Psychophysiology 36, p. 253-263, 1999.
Reprinted with permission from Cambridge University Press.

Abstract

Facial expressions provide an important behavioral measure for the study of
emation, cognitive processes, and socia interaction. The Facial Action Coding
System, (Ekman and Friesen, 1978), is an objective method for quantifying
facial movement in terms of component actions. We applied computer image
analysis to the problem of automatically detecting facial actions in sequences
of images. In our first study we compared three approaches. Holistic spatial
analysis (eigenfaces), explicit measurement of features such as wrinkles, and
estimation of motion flow fields. The three methods were combined in a hybrid
systemwhich classified six upper facial actionswith 91% accuracy, includinglow,
medium, and high magnitude facial actions. The hybrid system outperformed
human non-experts on thistask, and performed as well as highly trained experts.
These comparisons supported the theory that unsupervised feature extraction
based on dependencies in the image ensemble is more effective for face image
analysis than explicit measurement of facial features.

In our first comparative study (Bartlett et a., 1999), we explored three
different methods for classifying facial actions: holistic spatial analysis based
on principal components (eigenfaces), a feature based approach that measures
facial wrinkles and eye opening, and facial motion analysis based on template
matching of optic flow fields. The performances of the three systems were
compared and then combined into a single system that pools their strengths.
Benchmarks for the performances of the automated systems were provided by
naive and expert human subjects.

83
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1. IMAGE DATABASE

The system wastrained and tested using a database of directed facial actions.
The full database contained over 1100 sequences containing over 150 distinct
actions, or action combinations. The image database was obtained from 24
Caucasian subjects, 12 males and 12 females. Their ages ranged from 19 to
61 with amedian of 30. 13 were experienced FACS coders, 8 had some FACS
training, and 3 were naive. Each image sequence consisted of six frames,
beginning with a neutral expression and ending with a high magnitude muscle
contraction (Figure 5.1). The database therefore contained examples of the
facial actions at low and medium magnitude as well as at high magnitude.!
Trained FACS experts provided demonstrations and instructions to subjects on
how to perform each action. Subjects were instructed to minimize rigid head
motion. The selection of images was based on stop motion video coded by
three experienced FACS coders certified with high inter-coder reliability. The
criterion for acceptance of images was that the requested action and only the
requested action was present.

Figure 5.1. Example action sequence from the database. The example shows a subject per-
forming AU1 starting from a neutral expression and ending with a high magnitude action.

For thisinvestigation, we used datafrom 20 subjectsand attempted to classify
thesix individual upper face actionsillustrated in Figure 5.2. Thisset of actions
was chosen for this study because the facia actionsin the upper face comprise
a relatively independent subset of facial actions; facial actions in the upper
face have little influence on facia motion in the lower face, and vice versa
(Ekman and Friesen, 1978). Most subjects were able to perform only a subset
of the actions without interference from other facial muscles. Each subject
performed amean of 4 actions. The dataset therefore contained, aside from the
neutral frame, atotal of 400 images of facial actions (20 subjects X 4 actions
X 5 frames per action). 9 subjects performed AU1, 10 performed AU2, 18
performed AU4, all 20 performed AU 5, 5 performed AU6, and 18 performed
AU7.

Faces were aligned, cropped, and scaled based on the locations of two
pointsin the first frame of each sequence. The two points were indicated by a

1 Theterm “magnitude” replacesthe term “intensity” usedin FACSto avoid confusion with image intensity.
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single mouse click at the center of each eye. All other procedures were fully
automated. Accurate image registration is critical for principal components
based approaches. The variance in assigned eye location using this procedure
was 0.4 pixels in the 640 x 480 pixel images.

The eye positions from frame 1 were used to crop all subsequent frames,
and scale the faces to 45 pixels between the eyes. The images were rotated in
the plane so that the eyes were horizontal, and the luminance brightness values
werelinearly rescaled to [0, 255]. Theimageswere cropped to contain only the
upper half of the face, as shown in Figure 5.2. The final images contained 66
x 96 pixels. Difference images, which were used in the holistic analysis, were
obtained by subtracting the neutral expression frame (the first frame in each
sequence), from the five subsequent frames. Advantages of difference images
include robustness to changes in illumination, removal of surface variationsin
facial appearance, and emphasis of the dynamic aspects of the image sequence
(Movellan, 1995).

Because faces tend to be asymmetric, and the contractions of facial mus-
cles are also frequently asymmetric, we generated additional training data by
reflecting each image about the vertical axis. Mirror reversed images of test
subjectswere never included in the training set, so the classifiers had no access
to information about reflected test images either during parameter estimation
or classification. The reflected images were not assumed to be independent of
their originals, and were not counted in the N for statistical comparisons. All
400 difference images in the dataset were asymmetric. The reflected images
differed fromtheir originalsin 6125 of the 6336 pixelson average, and the mean
magnitude of the difference was 5.36. Images differed between individualsin
an average of 6179 pixels, and the mean magnitude of the difference between
individuals was 7.17. The symmetry of the training set also ensured that the
classifiers had no asymmetric bias.

2. IMAGEANALYSISMETHODS
2.1. Holistic spatial analysis

Wefirst evaluated the ability of aback-propagation network to classify facial
actions given eigenfaces as input. This approach is based on (Cottrell and
Metcalfe, 1991) and (Turk and Pentland, 1991), with the primary distinction
in that we performed principal component analysis on the dataset of difference
images. The remaining variation in the dataset of difference images was that
due to the facial dynamics. Each of the 800 difference images was converted
to avector by concatenating the rows of pixel intensities. Hence, each image
was represented as a point in a high dimensional space given by the grayvalue
at each of the 6336 pixel locations. The principal component axes of the
difference image data were then calculated by finding the eigenvectors of the
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Central frontalis muscle contracts.

Inner corners of brows raise up,

In some subjects, brows make inverted V.
Wrinklesin center of forehead, slight U-shape.

Lateral frontalis muscle contracts.

Pulls|ateral portion of the eyebrows upward, producing ™~
Wrinkles on sides of forehead.

Lateral portion of eye cover fold stretches upwards.

AU 4. Brow L ower

Brows lower and / or draw together.

Produces deep vertical and / or 45 degree wrinkles between brows.

Pushes eye cover fold downwards and may narrow eye opening.

May also produce horizontal wrinkles at root of nose and oblique
bulge over medial corner of brow.

AU 5. Upper Lid Raiser

Upper lid retracts, widens eye opening.

Decreases visibility of upper lid.

Increases exposure of scleraabove theiris, and on the sides.
Eyeballs appear to protrude.

AU 6. Cheek Raiser

Orbital muscles around the eye contract

May cause crows feet to appear or deepen.

Makes infraorbital furrow evident - straight or crescent shape.
Causes bagging or wrinkling of the skin below the eye.
Changes under eye are lower on facethan AU 7

AU 7.Lid Tightener

Tightens eyelids, narrowing the eye opening.

More apparent in lower lid. Lower lid covers more scleraand iris.
Lower lid straightens or medial portion slightly inverts, #~—
Bulge appearsin lower lid and lower eyelid furrow may deepen
Can produce single "crow’ s toe," not crows feet asin AU 6.

Figure5.2. Examplesof thesix actions used in this study. From left to right: Cropped image
of the action at highest magnitude; Difference image obtained by subtracting the neutral image
(frame 1 of the sequence); Action unit number; Action unit description adapted from Ekman &
Friesen (1978).

pixelwise covariance matrix. The axes were ordered by the magnitude of the
corresponding eigervalue. Figure 5.3 shows thefirst 12 principal components
of the difference images.

The principal component representation consisted of a set of coefficients
obtained by projecting each difference image onto the component axes. These
coefficients comprised the input to a 2 layer neural network with 10 hidden
units, and six output units, one per action. The network was feedforward, with
each unit connected to all of the unitsin the layer above (see (Haykin, 1994)).
The activities of the hidden and output units were calculated sequentially asthe
weighted sum of their inputs and passed through a hyperbolic tangent transfer
function. The network was trained by back-propagation of error to output
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Figure 5.3. First 12 principal components of the dataset of difference images, ordered |eft to
right, top to bottom. The first component appears to code for vertical brow position. The sixth
component axis appears to differentiate between AU1, raising the inner corners of the brow, and
AU2, raising the lateral portions of the brows. Component 7 appears to be an axis of left-right
asymmetry in the lateral brow movement, and component 5 appears to be an eye opening axis.

a 1 for the appropriate action, and zeros everywhere else, using conjugate
gradient descent on the summed squared error. Stopping criterion was the
inflection point in the mean test error. The output unit with the highest activity
determined the classification.

2.2. Feature measurement

Four of the upper face actions produce wrinklesin distinct locations on the
face, and the remaining two alter the amount of visible sclera. We applied a
method developed by Jan Larsen (Bartlett et al., 1996) for measuring changes
in facial wrinkling and eye opening. The feature measurements were carried
out on 360 x 240 pixel images. Facial wrinkleswere measured at the four facial
positions shown in Figure 5.4a, which were located in the image automatically
from the eye position information. These image locations were selected for
detecting wrinkles produced by AUs 1,2,4, and 6. At each location, mean
pixel intensities of afive pixel wide segment were extracted and then smoothed
lengthwise by amedian filter. Figure5.4b shows the smoothed pixel intensities
along the image segment labeled A. The pixel intensities drop sharply at the
two major wrinkles.

We chose as a measure of facia wrinkling an estimate of the sum squared
derivative of the pixel intensities along the segment. Thisvalueis estimated by
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Figure 5.4. &) Wrinkling was measured at four image locations, A-D. b) Smoothed pixel
intensities along the line labeled A. c) The wrinkle measure, P. I; istheintensity of theith pixel
of the segment. d) P measured at image location A for one subject performing each of the six
actions.

P (Figure5.4c.) Pixel differences approximatethe derivative (Jain et al., 1995).
This measure is sensitive to both the deepening of existing wrinkles and the
addition of new wrinkles. To control for permanent wrinkles, P values for the
neutral image were subtracted. Figure 5.4d shows P values along line segment
A, for asubject performing each of the six actions. The P valuesremain at zero
except for AU 1, for which it increases as action magnitude increases. Only
AU 1 produces wrinkles in the center of the forehead.

For detecting and discriminating AUs 5 and 7, we defined an eye opening
measure as the area of visible sclera lateral to the iris. This area was found
by starting at the pupil and searching laterally for connected rows of pixels
above threshold. Again, differences from baseline were measured. A three-
layer neural network was trained to classify each image from the five feature
measures, consisting of the wrinkle feature measured at 4 |ocations and the eye
opening measure. The network had 15 hidden units and six output units.

2.3.  Opticflow

Local estimates of motion in the direction of the image gradient were ob-
tained by an algorithm based on the brightness constraint equation (Horn and
Schunk, 1981):

dl(z,y,t) _ 0w 0l(w,y,t) Oy Ol(w,y,t)  0I(z,y,1)
dd ot Oz ot Oy ot

=0 (2
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Figure 5.5. Example flow field of a subject performing AUL, inner brow raiser. The flow
vector at each imagelocation is plotted asan arrow with length proportional to thelocal estimate
of velocity.

This equation assumes that there is no overal gain or loss of brightness in
the image I over time, and any changesin brightness can be accounted for by

shiftsin spatia position. The local image velocities, v, = % and vy = %,
are defined in terms of the spatial and temporal gradients of theimage, 42, g—;,

and 2L

Ogiic flow was estimated between image pairs, a given frame in an action
sequence, t;, and the neutral frame, ¢y. Images were first smoothed by a 5
x 5 Gaussian kernel. Estimates of the spatial gradients, A, and AL, were
obtained with horizontal and vertical Sobel edgefilters. The temporal gradient
was estimated by ALy = I(z,y,t;) — I(x,y,ty). Local estimates of image
velocity in the direction of the gradient were obtained by v, = ﬁ—{: and
’Uy = A—Iy

Gradient-based techniques for estimating optic flow give reliable estimates
only at points where the gradient is high (ie. at moving edges). Velocity
estimates were set to zero at locations at which the total edge measure r» =
AI? + AI* was beneath athreshold of 0.2. An example flow field is shown
in Figure 5.5. One of the advantages of this simple local estimate of flow was
speed. It took 0.13 seconds on a 120 MHz Pentium to compute one flow field.

The flows fields were classified by a template matching procedure. A
weighted template for each of the actions was calculated from the training
images as the mean flow field at medium action magnitude (frame 4 of the
sequence). Novel flow patterns, £, were compared to the template f* by the
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correlational similarity measure S:
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where i indexes image location. S(f™, f!) isthe cosine of the angle between
the two flow vectors.

S(f. Y =

(3)

24. Human subjects
24.1  Naive human subjects

Onebenchmark for the performances of the automated systemswas provided
by the ability of naive human subjects to classify the same images. Subjects
were nine adult volunteers with no prior knowledge of facial expression mea
surement. Subjects were provided with a guide sheet similar to Figure 5.2
which contained an example image of each of the six actions aong with a
written description of each action and a list of image cues for detecting and
discriminating the actions from Ekman and Friesen (1978). Each subject was
given atraining session in which the facial actions were described and demon-
strated, and theimage cueslisted onthe guide sheet werereviewed andindi cated
on the exampleimages. The subjects kept the guide sheet as areference during
the task.

Face images were cropped and scaled identically as they had been for the
automated systems, with 45 pixels between the eyes, and printed using a high
resolution HP Laserjet 4si printer with 600 dpi. Becausethe automated systems
had information about the test image and the neutral image only when making
a classification, face images were presented to the human subjects in pairs,
with the neutral image and the test image presented side by side. Subjectswere
instructed to compare the test image with the neutral image and decide which
of the actionsthe subject had performed in the test image. Subjects were given
a practice session with feedback consisting of one example of each action at
high magnitude. Neither the practice face nor the reference face was used for
testing. The task contained ninety-six image pairs, consisting of low, medium,
and high magnitude examples of the six actions from six different faces, three
male and three female. Subjects were allowed to take as much time as they
needed to perform the task, which ranged from 30 minutes to one hour.

24.2 Expert coders

A secondbenchmark was provided by theagreement rates of expert coderson
theseimages. Subjectswerefour certified FACS coders. Thetask wasidentical
to the naive subject task with the following exceptions: Expert subjects were
not given aguide sheet or additional training, and the completefacewasvisible,
asit would normally be during FACS scoring. One hundred and fourteenimage
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pairs were presented, consisting of low, medium, and high action magnitude
examples of the six actionsfrom seven faces. Timeto completethe task ranged
from 20 minutes to one hour and 15 minutes.

3. RESULTS

Generalizationto novel faceswastested using leave-one-out cross-validation
(Tukey, 1958). This procedure makes maximal use of the available data for
estimating parameters. System parameters were estimated 20 times, each time
using images from 19 subjects for training and and reserving all of the images
from one subject, including the reflected images, for testing. The system
parameters were deleted and re-estimated for each test. Mean classification
performance across all test images in the 20 cross-validation runs was then
calculated.

Under this procedure there were 800 test images, containing low, medium
and high magnitude examples of the facial actions. The systems classified
the test images one frame at a time, without reference to previous outputs.
Figure 5.6 plots the overall mean performances of the classifiers on novel
faces. Performances by facia action are the diagonal entriesin the confusion
matricesin Tables 5.1 and 5.2.

Holistic spatial analysis

Classification performance was evaluated for two scales of difference images,
66 x 96 and 22 x 32, and for five quantities of principal components in the
network input: 10, 25, 50, 100, and 200. There was a trade-off between
increasing the amount of information in the input and increasing the number
of free parametersto be estimated. The higher principal components may also
include more information on between subject variations. We obtained the best
performance of 88.6% using the first 50 principal components of the 22 x 32
difference images.

Thehalistic system with 50 principal componentshad 580 parameters, while
our training set in agiven training run contained on average 760 images. Over-
parameterization is a risk with such high dimensional networks. Performance
for generalization to novel faces provided a measure of how well the system
performed the general class discrimination, as opposed to finding a trivia
solution that minimized the error for the training samples without learning the
class discrimination.

The performance of 88.6% is substantially higher than the 70% performance
reported by Padgett & Cottrell (1997) for facial expression classification using
full-face Eigenfaces. The success of the present system could be attributable to
reduced variability dueto the use of differenceimages, or to the smaller original
image size, so that 50 principal components accounted for a greater percentage
of the variability. In addition, we employed a region of interest analysis,
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Figure 5.6. Performance comparisonsfor generalization to novel subjects. Values are percent
correct acrossall testimages. Error barsare one standard deviation of the estimate of the success
ratein aBernoulli distribution. Human results were prorated by action and action magnitude to
match the proportions in the compl ete image set.

consisting of half of the face image, which is similar to the "Eigenfeature”
approach that gave Padgett & Cottrell better performance.

Feature measurement

The performance of the feature-based classifier on novel faces was lower than
the other methods, at 57% correct. Normalization of the feature measures
with Z-scores did not improve performance. The classifier was most accurate
for the two actions that involved changes in eye opening, AU5 and AU7, at
74% and 62% correct respectively. The poor performance for novel faces may
be attributable to the differences in facial wrinkling patterns between subjects
depending on skin elasticity, facial structure, and fat stores. The feature-based
classifier performed well for new images of a face used for training, with
classification accuracy of 85.3%.

Optic flow

Templatematching of motion flow fiel dsclassified thefacia actionswith 84.5%
accuracy for novel subjects. The performance of the motion-based classifier
was similar to that of the holistic classifier, giving highest accuracy for AUs 2.
4.5, and 7, and lowest for AUs 1 and 6.
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3.1. Hybrid system

We obtained the best performance when we combined al three sources of
informationinto asingle neural network. Theclassifier wasafeed forward net-
work with 10 hidden unitstaking 50 component projections, 5 feature measures,
and 6 template matches as input. The hybrid system improved the generaliza-
tion performance to 90.9%, over the best individual method at 88.6%. While
the increase is small, it constitutes about 20% of the difference between the
best individual classifier and perfect performance.

We examined how the hybrid system benefited from the multiple sources of
input information by looking at correlations in the performances of the three
individual classifiers. The contribution of additional inputs to the signal-to-
noise ratio depends on their correlations. Each data point in the correlation
was mean percent correct for one of the twenty faces, across al actions and
action magnitudes. The performances of the holistic and the flow field clas-
sifiers were correlated (r? = 0.36,%(18) = 2.96,p < 0.01). The feature-
based system was not correlated with either the holistic or flow field classifiers
(r? = 0.05,¢(18) = 0.85,p > 0.4) and (r2 = 0.02,%(18) = 0.65,p > 0.5),
respectively. Although the stand-alone performance of the feature-based sys-
tem was low, it contributed to the hybrid system by providing estimates that
were uncorrelated with the two template-based systems. Without the feature
measures, 17% of the improvement was |lost.

Table 5.1. Confusion Matrix for Naive and Expert Human Subjects. Rows give the percent

occurrence of each responsefor agiven action. Nv: Naive subject data, Ex: Expert subject data.
Action Responses

AUl AU2 AU4 AU5 AUG AU7

NvEx NvEx NvEx NvEx NvEx NvEXx

AUl | .84.99 .08.00 .03.00 .02.00 .02.00 .02.01
AU2 | .12.04 .83.93 .00.00 .03.00 .01.00 .00.02
AU4 | .03.00 .03.01 .88.96 .01.00 .02.00 .03.02
AU5 | .09.00 .20.01 .00.01 .64.98 .03.00 .03.01

AU6 | .04.00 .03.01 .04.00 .00.00 .55.41 .34.58
AU7 | .00.00 .04.00 .05.02 .00.00 .26.09 .65.89
Human subjects

A benchmark for the performanceof theautomated systemswasprovided by the
performance of naive human subjects on the same set of images with identical
cropping and scaling. Human non-experts classified the images with 73.7%
accuracy. Thisis adifficult classification problem that requires considerable
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training for peopleto be ableto perform well. Performance of the naive human
subjects was significantly lower than that of the hybrid system on the subset of
images used in the human study (Z = 2.04,p < 0.05).

A second benchmark was provided by the agreement rates of expert coders
on these images. The expert human subjects classified the actions with 91.8%
agreement with the class labels assigned during database collection, which
is well above the FACS inter-coder agreement standard for proficiency. The
majority of the disagreement was on thelow magnitude examplesof the actions,
and the absence of video mation could account for much of the disagreement.
Because the images were originally labeled by two expert coders with access
to stop-motion video, this data provides a measure of inter-coder agreement
between coding stop-motion video and static images. The performance of
the holistic and hybrid computer systems did not differ significantly from
that of the human experts (Z = 1.63; Z = 1.86), but the expert coders did
outperform the optic flow and feature-based classifiers (Z = 3.17,p < 0.01)
and (Z =7.2,p < 0.001).

3.2. Error analysis

The action confusions made by both naive and expert human subjects are
presented in Table 5.1. Naive subjects made the most confusions between AUs
6 and 7, which both alter the appearance underneath the eye, followed by AUs
2 and 5, which both give an eye widening appearance by raising the outer
brows and the upper lid respectively, followed by AUs 1 and 2, which raise
the inner and outer portions of the eyebrows, respectively. The magjority of the
disagreements for the experts were between AUs6 and 7.

Table 5.2 shows the action confusions made by the three image analysis
systems and the hybrid system. Correlations among the action confusions are
given in Table 5.3. Consistent with the performance rate comparisons, the
confusions made by the holistic system were highly correlated with those of
the motion-based system, whereas the confusions made by the feature-based
system were less correlated with those of the holistic system, and uncorrel ated
with those of the motion-based system.

Of the four automated systems, the halistic system had the most similar
pattern of confusionsto both the naive human subjects and to the expert coders.
Thisfinding is consistent with previous reports that principal component repre-
sentations of face images account well for human perception of distinctiveness
and recognizability of faces (O* Toole et a., 1994; Hancock et a., 1996). The
confusions of the feature-based system were least correlated with those of the
human subjects, with alow but significant correlation with the expert coders,
and no significant correlation with the naive subjects.
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Table 5.2. Confusion Matrix for the automated classifiers. Rows give the percent occurrence of each response for a given action. Hol: Holistic, Mt:
Motion, Ft: Feature, Hyb: Hybrid.

Action Responses

AUl AU2 AU4 AU5 AU6 AU7

Hol Mt Ft Hyb Hol Mt FtHyb Hol Mt Ft Hyb Hol Mt Ft Hyb Hol Mt Ft Hyb  Hol Mt Ft Hyb
AUl | .58.20.50.57 .19.31.04.17 .00.00.29.01 .10.33.14.08 .03.00.00.00 .10.15.02.18
AU2 |.12.02.10.10 .83.94.36.85 .01.00.04.00 .01.02.41.00 .00.00.00.00 .03.02.09.05
AU4 | .00.00.08.00 .00.01.01.00 .96.97.54.99 .00.00.26.00 .06.00.00.00 .04.02.10.01
AU5 |.01.00.07.00 .15.00.35.00 .00.00.10.00 .981.0.741.0 .00.00.00.00 .00.00.06.00
AU6 | .00.00.00.00 .00.00.02.00 .00.16.00.02 .06.04.20.02 .56.40.38.74 .38.40.40.22
AU7 | .00.00.06.00 .00.00.03.00 .01.00.06.01 .00.02.21.01 .00.03.03.00 .99.94.62.98
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Table 5.3. Action confusion correlations. Entries are squared correlation coefficients. Stars
indicate statically significant correlation based on at-test with 28 degrees of freedom at the .05*
level, .01**, and .001***,

| Expert Holistic Motion Feature Hybrid

Naive | .58***  36** .18* .05 .19*
Expert .66***  36** 23 * .36%*
Holistic JOF** 17 82x**
Motion .09 B9* **

Feature .07

4. DISCUSSION

Facial action codes provide a rich description of facial behavior that en-
ables investigation of the relationship of facial behavior to interna state. We
developed methods for automatically classifying facial actions from image
sequences. The approach presented here differed from other computer facial
expression analysissystemsin that wefocused on classifying the basic elements
that comprise complex facial movements rather than classifying emotion cate-
gories. Classificationwaslearned directly fromimagesof facial actionswithout
mediation of a physical model.

We compared the performance of three diverse approaches to processing
face images for classifying facial actions: holistic spatial analysis, feature
measurement, and analysis of motion flow fields. Best performance of 91%
correct for classifying 6 actions was achieved by combining the three methods
of image analysisin asingle system. The hybrid system classified an image in
less than a second on a 120 MHz Pentium. Our initial results are promising
since some of the upper facial actions included in this study require extensive
training for humansto discriminatereliably. Theholistic and hybrid automated
systems outperformed human non-experts on this task, and the hybrid system
performed as well as highly trained experts.

The image analysis methods did not depend on the precise number of video
frames, nor that the actions be of any particular magnitude beyond the neu-
tral frame. For applicationsin which neutral images are unavailable, principal
component analysiscould be performed ontheoriginal graylevel images. Meth-
ods based on principal component analysis have successfully classified static
graylevel images of facial expressions (Padgett and Cottrell, 1997). Theimage
analysis also required localization of the face in theimage. For this study, the
localization was carried out by making two mouse clicks, one at the center of
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each eye, in the first frame of the sequence. All other aspects of the systems
were fully automated. Highly accurate eye location algorithms are available
(eg. Beymer, 1994), and automating this step is arealistic option. The image
alignment procedure ignored out-of-plane rotations, which could be handled
by methods for estimating the frontal view of a face from a non-frontal view,
eg. (Beymer et a., 1993; Vetter and Poggio, 1997).

There are 46 action units, of which we have presented classification results
for 6. The holistic and motion-based systems are not specific to particular
actions, and can be applied to any other facial motion. The image analysisin
these systems was limited to the upper half of the face because upper facia
actions have little effect on motion in the lower face, and vice versa (Ekman
and Friesen, 1978). We are presently applying these techniques to images of
the lower half of the face to classify the lower facial actions aswell.

It remains an empirical question to determine whether this approach will
have the same success when dealing with spontaneous rather than deliberately
made facia actions. While the morphology of the facial actions should not
differ in spontaneous as compared to deliberate facial actions, the timing of the
activity and the complexity of facial actions may well be different. Evaluating
spontaneous facial movement is an important next step.

Most automatic facial expression analysis systems have focused on either
motion or surface graylevels, but not both. 1t should be noted that while human
subjects can recognize facial expressions from motion signals alone (Bassili,
1979), recognition rates are only just above chance. Likewise, although hu-
mans can recognize facial expressions quite well from static graylevel images,
expression recognition improves with motion information (Wallbott, 1992).
The system presented here integrates both analysis of surface graylevels and
motion information.

Related work at the Univerisity of Pittsburgh and Carnegie Mellon supports
thefeasibility of automating the Facial Action Coding System. The approach at
Pittsburgh and Carnegie Mellon has primarily emphasized feature-based repre-
sentations. An early version of thissystem (Cohn et a., 1999) explored feature
point tracking of a set of pointsin the face image that were initialy located by
hand and tracked with optic flow. Tian, Kanade, and Cohn (Tian et al., 2001)
extended this work by building multi-state facial component models to track
and model facial features. Here we explore adaptive image featuresin addition
to hand-engineered ones. Although both systems rely on manual initiaiza
tion, fully automating our system may be more straightforward, as it requires
accurate head tracking only, and does not depend on precise localization of
multiple internal features. Tian and colleagues (Tian et a., 2001) compared
performance of their system to ours using the same database and the same
set of six individual upper facial actions. They achieved 89.4% correct for
classifying high magnitude facial actions only, which was similar to the 90.9%
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reported here for classifying low and medium in addition to high magnitude
facia actions. Importantly, they demonstrated that a multilayer neural network
learns robust generalization to new action unit combinations.

We found that the two template-based methods, holistic spatial analysis
and motion analysis, outperformed the feature-based method for facial action
recognition. This supports previous findings that template approaches out-
performed feature-based systems for recognizing facial identity (Brunelli and
Poggio, 1993; Lanitis et a., 1997) and expression (Zhang et al., 1998). This
result is also supported by Lien (2000), who found that facial furrow measure-
ment based on analysis of high image gradients did not perform aswell asfull
field motion analysis for facial action classification.

Our results also suggest that hand-engineered features plus templates may
be superior to either one alone, since their performances may be uncorrelated.
Classification of local feature measurements is heavily dependent on exactly
which features were measured. Padgett & Cottrell (1997) found that local
principal component analysiswassuperior tofull-faceeigenfacesfor expression
recognition. These |local features were based on data-driven kernels obtained
from the graylevels of the face images, as opposed to the hand-engineered
feature measures that performed poorly in this study and others (e.g. Brunnelli
& Poggio, 1993). The next chapter explores local representations of faces
based on the outputs of local filters such as Gabor wavelets and local principal
component analysisfor facial action classification.

A completely automated method for scoring facial actionsin images would
make facial expression measurement more widely accessible as aresearch tool
in behavioral science, medicine, and psychophysiology. Facial action codes
have already proven auseful behavioral measurein studiesof emotion (e.g. Ek-
man, 1984), human interaction and communication (Ekman and Oster, 1979),
cognition (Zajonc, 1984), and child development (Camras, 1977). Measure-
ment of observable facial behavior has been combined with simultaneous scalp
EEG in the study of physiologica patterns associated with emotional states
(Davidson et a., 1990), and with measures of autonomic nervous system ac-
tivity to study the relationship of emotion to facial muscles and the autonomic
nervous system (Ekman et al., 1983).

Neuropsychological investigations in humans and physiological recordings
in primates have indicated a separate neural substrate for recognizing facial ex-
pression independent of identity (Tranel et al., 1988; Adolphset a., 1995; Has-
selmo et al., 1989), and thereis evidence that the recognition of specific facial
expressions depends on distinct systems (Adolphs et a., 1996). Neura sub-
strates for the perception of two negative emotions, fear and disgust, have
recently been differentiated using fMRI (Phillips et a., 1997). Whereas per-
ception of expressions of fear and anger produced activation in the amygdala
(Breiter et al., 1996; Morris et al., 1996), perception of disgust in others acti-
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vated interior insular cortex, an area involved in responses to offensive tastes
(Yaxley et al., 1988; Kinomuraet al., 1994).

Automatedfacial action coding would providean objective measure of visua
stimuli in such investigations of the neural substrates for the perception of
facial expressions, as well as providing a behavioral measure of emotional
state. An automated system would improve the reliability, precision, and
temporal resolution of facial measurement, and would facilitate the use of facial
measurement in psychophysiological investigations into the neura systems
mediating emotion.
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Chapter 6

IMAGE REPRESENTATIONS FOR FACIAL EXPRESSION
ANALYSIS: COMPARATIVE STUDY 11

Based on “Classifying Facial Actions’ by G.L. Donato, M.S. Bartlett, J.C. Hager, P. Ekman,
and T.J. Sejnowski, which appeared in |IEEE Transactions on Pattern Analysis and Machine
Intelligence 21(10) p. 974-989, 1999. Reprinted with permission from the |EEE.!

Abstract

The Facial Action Coding System (FACS) (Ekman and Friesen, 1978) is an
obj ective method for quantifying facial movement intermsof component actions.
This system is widely used in behavioral investigations of emotion, cognitive
processes, and social interaction. The coding is presently performed by highly
trained human experts. This chapter explores and compares techniques for au-
tomatically recognizing facial actionsin sequences of images. These techniques
include analysis of facial motion through estimation of optical flow; holistic
spatial analysis such as principal component analysis, independent component
analysis, local feature analysis, and linear discriminant analysis; and methods
based on the outputs of local filters, such as Gabor wavelet representations, and
local principal components. Performance of these systems is compared to naive
and expert human subjects. Best performances were obtained using the Gabor
wavelet representation and the independent component representation, both of
which achieved 96% accuracy for classifying twelve facial actions of the upper
and lower face. The results provide converging evidence for the importance of
local filters, high spatial frequencies, and high-order dependenciesfor classifying
facial actions.

LCopyright IEEE, 1999. Personal use of thismaterial is permitted. However permission to reprint/republish
this material for advertising or promotional purposes or for creating new collective works for resale or
redistribution to serversor lists, or to reuse any copyrighted component of thiswork in any other works must
be obtained from the | EEE.
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1. INTRODUCTION

This chapter presents a survey and comparison of techniques for facia
expression recognition as applied to automated FACS encoding. This chapter
extends the comparison in Chapter 5 to include a more robust optic flow
agorithm (Singh, 1991). In addition, we applied a number of methods that
have appeared in the identity recognition literature to the problem of facia
expression analysis. These include Gabor wavelets (Daugman, 1988; Lades
etal., 1993), linear discriminant analysis (Belhumeur et al., 1997), local feature
analysis(Penev and Atick, 1996), andindependent component analysis(Bartl ett
and Sejnowski, 1997; Bartlett et al., 1998). The techniques are compared on
asingleimage testbed. Thetestbed includes six lower-face actions in addition
to the six upper-face actions used in Chapter 5, for atotal of 12. The analysis
focuseson methodsfor facei mage representation (generation of featurevectors)
and the representations are compared using a common similarity measure and
classifier.

Overview

Motion isan important source of information for facial expression recognition.
The previous chapter explored a fast but crude optic flow technique based on
image gradients. Here, in Section 3, we implement a correl ation-based method
with sub-pixel accuracy (Singh, 1991). Because local smoothing is commonly
imposed on flow fields to clean up the signal, we also examine the effects of
local smoothing on classification of facial motion.

Holistic spatial analysis is an approach that employs image-dimensional
graylevel texture filters. Many of these approaches employ data-driven kernels
learned from the statistics of the face image ensemble. The previous chapter
explored one such representation: eigenfaces. Here, in Section 4, a number of
holistic representations are examined. We compare three techniques in which
the image filters are derived from unsupervised learning: Eigenfaces employs
principal component analysis (PCA) which which is an unsupervised learn-
ing method based on the second-order dependencies among the image pixels
(pixelwise covariances). Local feature analysis (LFA) is a related technique
that isalso based on principal component analysis and includes a manipulation
that produces spatially local filters. Eigenfaces and LFA are insensitive to
the high-order dependencies among the image pixels. Independent component
analysis (ICA) is alearning rule that produces filters with outputs that are as
independent as possible, and is sensitive to high-order dependencies aswell as
the covariances in the data.

Section 4 also examines an approach in which theimage filterswere learned
from supervised learning. Fishers linear discriminants (FLD) is a supervised
learning technique based on the second-order image statistics. It is a linear
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projection of the images onto alow dimensional subspace in which the classes
are maximally separated.

In Section 5, classification performances with these data-driven imagefilters
are compared to Gabor wavel ets, in which thefilter kernels are pre-defined, and
chosentomodel biological vision. Gabor kernelsare 2-D sinewavesmodulated
by a Gaussian envelope, and they model receptive fields of smple cellsin the
primary visual cortex (Daugman, 1988). The representation employed afamily
of such kernels at 5 spatial frequenciesand 8 orientations.

These kernels differ not only in their method of derivation but also in their
extent of spatial analysis. Gabor kernels are spatialy local, meaning that
they analyze a limited portion of the image, whereas kernels such as PCA
(eigenfaces) are halistic. Section 5 contrasts holistic and local spatial analysis.
Some kernels, such as ICA and LFA, are derived from holistic analysis of the
image, but produce locd filters in the output. We class these techniques as
holistic because of the derivation, but class the resulting filters as local. In
order to piece apart local and global filter properties from data-driven versus
pre-defined properties, Section 5 also examineslocal implementations of PCA
(Padgett and Cottrell, 1997) inwhichthekernelswerederived from the statistics
of small image patches. Similarly, we introduce a multiscale version of the
local PCA representation, local PCA jets, to piece apart the multiscal e property
of the Gabor wavel et representation.

Section 6 provides benchmarks for the performance of the computer vision
systems by measuring the ability of naive and expert human subjectsto classify
the facial actions.

2. IMAGE DATABASE

The system was trained and tested using the database of directed facial
actions described in Chapter 5, Section 1. For this investigation, we used data
from 20 subjects and attempted to classify 12 actions. 6 upper face actions and
6 lower face actions. See Figure 6.1 for a summary of the actions examined.
There were atotal of 111 action sequences, (9, 10, 18, 20, 5, 18) respectively
of the six upper face actions, and (8, 4, 4, 5, 4, 6) of the six lower face actions.
The actions were divided into upper and lower-face categories because facial
actions in the lower face have little influence on facial motion in the upper
face, and vice versa (Ekman and Friesen, 1978) which allowed usto treat them
Separately.

The face was located in the first frame in each sequence using the centers
of the eyes and mouth. These coordinates were obtained manually by a mouse
click. Accurate image registration is critical to holistic approaches such as
principal component analysis. An alignment procedure similar to this one
was found to give the most accurate image registration during the FERET test
(Phillips et a., 1997). The variance in the assigned feature location using this
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Upper Face Lower Face

1 Inner brow raiser 17 Chin Raiser

2 Outer brow raiser | - - | 18 Lip puckerer

9 Nose Wrinkler
25 Lips Part

4 Brow lower

& 10 Upper lip raiser

5 Upper lid raiser | 25 Lips Part

16 Lower lip depressor

6 Cheek raiser 25 Lips Part

*| 20 Lipstretcher

7 Lid tightener ey | 25 Lips Part
5

Figure6.1. List of facial actions classified in this study. From left to right: Example cropped
image of the highest magnitude action, the § image obtained by subtracting the neutral frame
(thefirst image in the sequence), Action Unit number, and Action Unit name.

procedure was 0.4 pixelsin the 640 x 480 pixel images. The coordinatesfrom
Frame 1 were used to register the subsequent framesin the sequence. We found
in pilot investigations that rigid head motion was smaller than the positional
noiseintheregistration procedure. Thethreecoordinateswere usedtoalignthe
faces, rotate the eyesto horizontal, scale, and finally crop awindow of 60 x 90
pixels containing the region of interest (upper or lower face). The aspect ratios
of the faces were warped so that the eye and mouth centers coincided across all
images. It has been found that identity recognition performance using principal
component based approachesis most successful when theimages arewarped to
remove variationsin facial shape (Beymer and Poggio, 1996; Vetter and Troje,
1997).

To control the variation in lighting between frames of the same sequence
and in different sequences, we applied alogistic filter with parameters chosen
to match the statistics of the grayscale levels of each sequence (Movellan,
1995). This procedure enhanced the contrast, performing a partial histogram
egualization on the images.
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3. OPTICFLOW ANALYSIS

The majority of work on facial expression recognition has focused on facial
motion analysisthrough optic flow estimation (Mase, 1991; Essaand Pentland,
1997; Yacoob and Davis, 1994; Rosenblumet al., 1996; Cohn et al., 1999; Lien
etal., 2000). Whilemotionisanimportant cuefor facial expressionrecognition,
itisnot theonly cue. Herewedirectly compare performance of amotion-based
systemto that of methodsthat employ graylevel texturefilters. Optic flow fields
wereestimated by employing acorrel ation-based technique devel oped by Singh
(Singh, 1991). This algorithm produces flow fields with sub-pixel accuracy,
and is comprised of two main components: 1) Local velocity extraction using
[uminance conservation constraints, 2) Local smoothing.

3.1. Local velocity extraction

We start with a sequence of three images at timet = tg — 1, ¢y, + 1 and
use it to recover al the velocity information available locally. For each pixel
P(z,y) in the central image (¢ = t,), 1) A small window W, of 3 x 3 pixels
isformed around P. 2) A search area W, of 5 x 5 pixelsis considered around
location (z, v) in the other two images. 3) The correlation between 1V, and the
corresponding window centered on each pixel in W, is computed, thus giving
the matching strength, or response, at each pixel in the search window W;.

At theend of thisprocess, aresponsedistribution R isdefined asthe response
at each location in Ws. The response at each point gives the frequency of
occurrence, or likelihood, of the corresponding value of velocity. (A high
response at alocation in W; that is above and to the right of (z, ) indicates
a high likelihood of motion upward and to the right.) Employing a constant
temporal model, the response distributions for the two windows corresponding
totop—landty+ 1, (R—; and R41), aecombinedby R = Ry1 + 7R_1.
Velocity is then estimated using the weighted least squares estimate in (6.1).
Figure 6.2 shows an example flow field obtained by this algorithm.

Sudo Rw,v)u o 3,2, Ry, v)v _
STy Rwv) U T,y R(u,0) wo el (6.1)

a4 =

3.2. Local smoothing

To refine the conservation constraint estimate U,..=(i, v) obtained above,
a local neighborhood estimate of velocity, I/, is defined as a weighted sum
of the velocities in a neighborhood of P using a5 x 5 Gaussian mask. An
optimal estimate ¢/ of (u,v) should combine the two estimates .. and I/,
from the conservation and local smoothness constraints respectively. Since
U isapoint in (u,v) space, its distance from 2/, weighted by its covariance
matrix S, represents the error in the smoothness constraint estimate. Similarly,
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Figure 6.2. Optic flow for AU1 calculated from local velocity information extracted by the
correlation-based technique, with no spatial smoothing.

the distance between ¢/ and U,.. weighted by S.. represents the error due
to conservation constraints. Computing ¢/ then, amounts to simultaneously
minimizing the two errors.

U= argmin{[U —Ueclls.. N\ U —Ulg}- (62)

Since we do not know the true velocity, this estimate must be computed itera-
tively. To update the field we use the equations (Singh, 1991):
Ut = Uee

U = (S + 8 T S U + 8 U] (6.3)

where 1" is the estimate derived from smoothness constraints at step k. The
iterations stop when
||uk+1 _ukH <€

withe o< 1074,

3.3. Classification procedure

The following classification procedures were used to test the efficacy of
each representation in this comparison for facial action recognition. Each
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image analysis algorithm produced a feature vector, f. We employed asimple
nearest neighbor classifier in which the similarity S of atraining feature vector,
ft, and a novel feature vector, f*, was measured as the cosine of the angle
between them:

n gty _ <f n, f t)
SUST) = 1 r

Classification performances were also evaluated using Euclidean distance
instead of cosine as the similarity measure and template matching instead of
nearest neighbor as the classifier, where the templates consisted of the mean
feature vector for the training images. The similarity measure and classifier
that gave the best performanceisindicated for each technique.

Theagorithmsweretrained and tested using |eave-one-out cross-validation,
aso known as the jack-knife procedure, which makes maximal use of the
available data for training. In this procedure, the image representations were
calculated multiple times, each time using images from all but one subject for
training, and reserving one subject for testing. This procedure was repeated for
each of the 20 subjects, and mean classification accuracy was cal culated across
all of the test cases.

Table 6.1 presents classification performances for the medium magnitude
facia actions, which occur in the middle of each sequence. Performance
was consistently highest for the medium magnitude actions. Flow fields were
calculated from frames 2, 3, and 4 of the image segquence, and the performance
of the brightness-based algorithms are presented for frame 4 of each sequence.
A class assignment is considered “correct” if it is consistent with the labels
assigned by human experts during image collection. The consistency of human
experts with each other on this image set is indicated by the agreement rates
also shown in Table 6.1.

e [-1,1]. (6.4)

Optic flow performance

Best performance for the optic flow approach was obtained using the the co-
sinesimilarity measureand template matching classifier. The correlation-based
flow algorithm gave 85.6% correct classification performance. Since optic flow
isanoisy measure, many flow-based expression analysis systems employ regu-
larization procedures such as smoothing and quantizing. We found that spatial
smoothing did not improve performance, and instead degraded it to 53.1%. It
appearsthat high spatial resolution optic flow isimportant for facial action clas-
sification. In addition, the motion in facial expression sequences is nonrigid
and can be highly discontinuous due to the formation of wrinkles. Smoothing
algorithmsthat are not sensitive to these boundaries can be disadvantageous.
Thereareavariety of choicesof flow algorithms, of which Singh’scorrelation-
based algorithmisjust one. Also, itispossiblethat adding more datato theflow
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field estimate could improve performance. The results obtained here, however,
were comparableto the performance of other facial expression recognition sys-
tems based on optic flow (Yacoob and Davis, 1994; Rosenblum et al., 1996).
Optic flow estimates can also be further refined, such as with a Kalman filter
in an estimation-and control framework, e.g. (Essaand Pentland, 1997). The
comparison here addresses direct, image-based representations that do not in-
corporateaphysical model. Sequencesof flow fieldscan aso beanalyzed using
dynamical models such as HMMs or radial basis functions, e.g. (Rosenblum
et a., 1996). Such dynamical models could also be employed with texture-
based representations. Here we compare all representations using the same
classifiers.

4. HOLISTICANALYSIS

A number of approaches to face image analysis employ data-driven kernels
learned from the statistics of the face image ensemble. Here we explore
representations derived from four families of such kernels: eigenfaces, local
feature analysis (LFA), Fisher’'s linear discriminants (FLD), and independent
component analysis (ICA).

Theholistic spatial analysisalgorithmsexamined in thissection each found a
set of n-dimensional data-driven imagekernels, wheren isthenumber of pixels
in each image. The analysis was performed on the difference (or §) images
(Figure 6.1), obtained by subtracting the first image in a sequence (neutra
frame) from al of the subsequent frames in each sequence. Advantages of
difference images include robustness to changes in illumination, removal of
surface variations between subjects, and emphasis of the dynamic aspects of
the image sequence (Movellan, 1995). The kernels were derived from low,
medium, and high magnitude actions. Holistic kernelsfor the upper and lower-
face subimages were calcul ated separately.

The methods in this section begin with a data matrix X where the §-images
were stored asrow vectorsz ;, and the columns had zero mean. Inthefollowing
descriptions, n is the number of pixels in each image, N is the number of
training images and p is the number of principal components retained to build
the final representation.

4.1.  Principal component analysis: “EigenActions”

Eigenfaces (Turk and Pentland, 1991) employs principal component anal-
ysis, which is an unsupervised learning method based on the second-order
dependencies among the pixels. Second-order dependencies are pixelwise
covariances. Representations based on principa component analysis have
been applied successfully to recognizing facial identity (Cottrell and Fleming,
1990; Turk and Pentland, 1991), classifying gender (Cottrell and Metcalfe,
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Figure 6.3. First 4 principal components of the difference images for the upper face actions
(8), and lower face actions (b). Components are ordered left to right, top to bottom.

1991; Golomb et al., 1991), and recognizing facia expressions (Cottrell and
Metcalfe, 1991; Padgett and Cottrell, 1997; Bartlett et al., 1996).

The methods employed here are based on (Cottrell and Metcalfe, 1991) and
(Turk and Pentland, 1991), with the primary distinction in that we performed
principa component analysison the dataset of differenceimages. The principal
components were obtained by calculating the eigenvectors of the pixelwise
covariance matrix, S, of the §-images, X. The eigenvectors were found by
decomposing S into the orthogona matrix P and diagonal matrix D: S =
PDPT. Examplesof the eigenvectors are shown in Figure 6.3. The zero-mean
d-frames of each sequence were then projected onto the first p eigenvectorsin
P, producing a vector of p coefficients for each image.

Best performance with the holistic principal component representation,
79.3% correct, was obtained with the first 30 principal components, using the
Euclidean distance similarity measure and template matching classifier. Previ-
ous studies, e.qg. (Belhumeur et a., 1997), reported that discarding the first 1
to 3 components improved performance. Here, discarding these components
degraded performance.

4.2.  Local feature analysis (LFA)

Penev and Atick (Penev and Atick, 1996) recently developed a topographic
representation based on second-order image dependencies called local feature
analysis (LFA). A representation based on LFA gave the highest performance
on the March 1995 FERET face recognition competition (Phillips et al., 1998).
The LFA kernels are spatialy local, but in this paper we class this technique
as holistic, since the image-dimensional kernels are derived from statistical
analysis over the whole image.

Local Feature Analysis (LFA) defines a set of topographic, local kernels
that are optimally matched to the second-order statistics of the input ensemble
(Penev and Atick, 1996). Thekernelsarederived from the principal component
axes, and consist of "sphering" the PCA coefficients to equalize their variance
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Figure6.4. a Anorigina d-image, b. itscorresponding LFA output O(z), and c. thefirst 155
filter locations selected by the sparsification algorithm superimposed on the mean upper face
é-image.

(Atick and Redlich, 1992), followed by arotation to pixel space. We begin with
the zero-mean matrix of —images, X, and calculate the principal component
eigenvectors P according to S = PDPT. Penev & Atick (Penev and Atick,
1996) defined a set of kernels, K as

K =PvPT whee V =D} =diag(——) i=1,....p
Ai (6.5)

where )\; are the eigenvalues of S. The rows of K contain the kernels. The
kernels were found to have spatially local properties, and are “topographic” in
the sensethat they areindexed by spatia location (Penev and Atick, 1996). The
kernel matrix K transforms X to the LFA output O = K X7 (see Figure 6.4).
Note that the matrix V is the inverse square root of the covariance matrix
of the principal component coefficients. This transform spheres the principal
component coefficients (normalizes their output variance to unity) and min-
imizes correlations in the LFA output. Another way to interpret the LFA
output O isthat it is the image reconstruction using sphered PCA coefficients,
0= P(VPTXT),

4.2.1 Sparsification of LFA

LFA produces an n dimensiona representation, where n is the number
of pixels in the images. Since we have n outputs described by p << n
linearly independent variables, there are residual correlations in the output.
Penev & Atick presented an algorithm for reducing the dimensionality of the
representation by choosing a subset M of outputs that were as decorrelated
as possible. The sparsification algorithm was an iterative algorithm based on
multiplelinear regression. At eachtimestep, the output point that was predicted
most poorly by multiplelinear regression on the pointsin M was added to M.
Due to the topographic property of the kernels, selection of output points was
equivalent to selection of kernelsfor the representation.

The methods in (Penev and Atick, 1996) addressed image representation
but did not address recognition. The sparsification algorithm in (Penev and
Atick, 1996) selected a different set of kernels, M, for each image, which is
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problematic for recognition. In order to make the representation amenable to
recognition, we selected asingle set M of kernelsfor all images. At eachtime
step, the kernel corresponding to the pixel with the largest mean reconstruction
error across all images was added to M.

At each step, the kernel added to M is chosen as the kernel corresponding
to location

arg max(||O — O"¢||?) (6.6)

where O™ is a reconstruction of the complete output, O, using a linear pre-
dictor on the subset of the outputs O generated from the kernelsin M. The
linear predictor is of the form:

y=pX (6.7)

where Y = O"¢, g is the vector of the regression parameters, and X =
O(M,N). Here O(M,N) denotes the subset of O corresponding to the
pointsin M for all N images.? 3 iscalculated from:

_Yx _ (079)TO(M,N)
A= (XTx)  OWM,NTOM,N) ©8)

Equation 6.8 can also be expressed in terms of the correlation matrix of the
outputs, C = 0T 0, asin (Penev and Atick, 1996):

g =C(M,N)C(M,M)"L. (6.9)

The termination condition was | M| = N. Figure 6.4 shows the [ocations of
the points selected by the sparsification algorithm for the upper-face images.
We evaluated classification performance using thefirst  kernels selected by the
sparsification algorithm, upto N = 155.

The local feature analysis representation attained 81.1% correct classifica
tion performance. Best performance was obtained using the first 155 kernels,
the cosine similarity measure, and nearest neighbor classifier. Classification
performance using LFA was not significantly different from the performance
using global PCA. Although a face recognition algorithm related to LFA out-
performed eigenfaces in the March 1995 FERET competition (Phillips et dl.,
1998), our results suggest that an aspect of the algorithm other than the LFA
representation accountsfor the difference in performance. The exact algorithm
used in the FERET test was not disclosed at the time of this research.

20(M, N) = O(i, j),Vi € M,Vj=1,...,N.
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4.3. “FisherActions”

Another holistic image representation that has recently shown to be effec-
tive for identity recognition is based on Fisher’s Linear discriminants (FLD)
(Belhumeur et a., 1997). FLD is a supervised learning method that uses
second-order statistics to find a class-specific linear projection of the images.
FLD projects the images into a subspace in which the classes are maximally
separated (Fisher, 1936). Belhumeur and others (Belhumeur et al., 1997)
showed that an FLD projection of a principal components representation of
faces improved identity recognition performance. FLD assumes linear sep-
arability of the classes. For identity recognition, the approach relied on the
assumption that images of the same face under different viewing conditionslie
in an approximately linear subspace of the image space, an assumption which
holdstruefor changesin lighting if the faceis modeled by aL ambertian surface
(Shashua, 1992; Hallinan, 1995). In our dataset, the lighting conditions are
fairly constant and most of the variation is suppressed by the logisticfilter. The
linear assumption for facial expression classification is that the §—images of a
facia action across different facesliein alinear subspace.

Fisher's Linear Discriminant is a projection into a subspace that maximizes
the between—class scatter while minimizing the within—class scatter of the

projected data. Let x 2 {x1,Xx2,---sXc} betheset of al N = |x| data,
divided into ¢ classes. Each class x; is composed of a variable number of
images z; € R™. The between—class scatter matrix Sp and the inter—class
scatter Sy are defined as

C c
A A
S =Y Ixil (i — ) (i — )" and Sw =) > (zr — pa) (ke — pa)”
=1 =1 TkEX; (6.10)

where p; is the mean image of class x; and p is the mean of al data. W,
projectsR™ — R°~! and satisfies

det(WTSpW
( B )z{wl,wg,...,wc_l.}

A
Wopy = arg max J(W) = arg max 3 2irme 30y (6.11)

The {w; } are the solutions to the generalized eigenvalues problem Spw; =
AiSww; for i =1,...,¢— 1. Following (Belhumeur et al., 1997), the
calculations are greatly simplified by first performing PCA on the total scatter
matrix St = Sw + Sp to project the feature space to RP. Denoting the PCA
projection matrix Wy, we project Sy, and Sp:

S'B é WT SBWpca and S’W é WT SWWpca- (612)

pca pca
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Figure6.5. PCA and FLD projections of three lower-face action classes onto two dimensions.
FLD projections are slightly offset for visibility. FLD projected each classto asingle point.

The original FLD problem is thus reformul ated as:

A
Wpiq = argmax J(W) 2 arg max MW—W = {w,wh,...,w._}.
w W det(WTSyW) (6.13)

From 6.11 and 6.13, Wo,; = Wy W14, and the {w}} can now be calculated
using Sy} Spw, = \w!| where Sy isfull-rank forp < N — c.

Best performance was obtained by choosing p = 30 principal components
to first reduce the dimensionality of the data. The data was then projected
down to 5 dimensions via the projection matrix, Wy;;. Best performance of
75.7% correct was obtai ned with the Euclidean distance similarity measure and
template matching classifier.

Clustering with FLD is compared to PCA in Figure 6.5. As an example,
three lower face actions were projected down to ¢ — 1 = 2 dimensions using
FLD and PCA. The FLD projection virtually eliminated within-class scatter of
the training set, and the the exemplars of each class were projected to asingle
point. The three actionsin this example were 17, 18, and 9+ 25.

Contrary to the results obtained in (Belhumeur et a., 1997), Fisher’'s Linear
Discriminants did not improve classification over basic PCA (eigenfaces), de-
spite providing a much more compact representation of the data that optimized
linear discrimination. This suggests that the linear subspace assumption was
violated more catastrophically for our dataset than for the dataset in (Belhumeur
et a., 1997) which consisted of faces under different lighting conditions. An-
other reason for the difference in performance may be due to the problem
of generalization to novel subjects. The FLD method achieved the best per-
formance on the training data (close to 100%) but generalized poorly to new
individuals. Thisisconsistent with other reportsof poor generalization to novel
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subjects (Chellappa, 1998) (also H. Wechsler, personal communication). Good
performance with FLD has only been obtained when other images of the test
subject wereincluded in the training set. The low dimensionality may provide
insufficient degrees of freedom for linear discrimination between classes of
face images (Chellappa, 1998). Class discriminations that are approximately
linear in high dimensions may not be linear when projected down to as few as
5 dimensions.

4.4.  Independent component analysis

Representations such as eigenfaces, LFA, and FLD are based on the second-
order dependencies of the image set, the pixelwise covariances, but areinsensi-
tive to the high-order dependencies of the image set. High-order dependencies
in an image include nonlinear rel ationships among the pixel grayvalues such as
edges, in which thereis phase alignment across multiple spatial scales, and ele-
ments of shape and curvature. Inatask suchasfacial expressionanalysis, much
of the relevant information may be contained in the high-order relationships
among the image pixels. Independent component analysis (ICA) is ageneral-
ization of PCA which learns the high-order moments of the datain addition to
the second-order moments. Chapter 3 devel opedfacerepresentationsusing | CA
which are based on the high-order in addition to the second-order dependen-
ciesin the images (Bartlett and Sejnowski, 1997; Bartlett et al., 1998; Bartlett,
1998). In a direct comparison, the ICA representations outperformed PCA
for identity recognition. The methods in this section employ Architecture I,
described in Chapter 3, Section 2.

The independent component representation was obtained by performing
“blind separation” on the set of face images (Bartlett and Sejnowski, 1997,
Bartlett et al., 1998; Bartlett, 1998). Intheimage synthesismodel of Figure6.6,
thed —imagesintherowsof X areassumedto bealinear mixtureof an unknown
set of statistically independent sourceimages.S, where A isan unknown mixing
matrix. The sources are recovered by a learned unmixing matrix W, which
approximates A~! and produces statistically independent outputs, U.

The ICA unmixing matrix W was found using an unsupervised learning
agorithm derived from the principle of optimal information transfer between
neurons (Bell and Sginowski, 1995; Bell and Sejnowski, 1997). The algo-
rithm maximizes the mutual information between the input and the output of a
nonlinear transfer function g. A discussion of how information maximization
leads to independent outputs can be found in (Nadal and Parga, 1994; Bell and
Sejnowski, 1995; Bell and Sejnowski, 1997). Letu = Wz wherez isacolumn
of theimage matrix X, and y = g(u). The update rule for the weight matrix,
W, isgiven by

AW = (I +y'u")W (6.14)
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Figure6.6. Image synthesis model for the ICA representation.

Figure6.7. Sample ICA basisimages.

! 9 Oyi _ 9 j,.,0ui
wherey’ = B ou = auil” ou. -

We employed the logistic transfer function, g(u) = H% giving v/ =
(1 —2y;). Convergenceisgreatly speeded by including a*“ sphering” step prior
to learning (Bell and Sejnowski, 1997), in which the zero-mean dataset X is
passed through the whitening filter, W = 2 (X XT) 3. This removes both
the first and the second-order dependencies from the data. The full transform
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wasthereforeW = Wy« W, where W isthe weight obtained by information
maximization in Equation 6.14.

The projection of the image set onto each weight vector in W produced an
image of the statistical dependenciesthat each weight vector learned. Theseim-
agesaretherowsof the output matrix U, and examplesare shownin Figure6.7.
Therowsof U are the independent components of the image set, and they pro-
vided a basis set for the expression images. The |CA representation consisted
of the coefficients, a, for the linear combination of basisimagesin U that com-
prised each faceimagein X. These coefficients were obtained from the rows of

the estimated mixing matrix A 2 W' (Bartlett et al., 1998). The number of
independent components extracted by the ICA agorithm corresponds with the
number of input images. Two hundred independent componentswere extracted
for the upper and 155 for thelower faceimage sets. Sincethere were morethan
200 upper faceimages, | CA was performed on 200 linear mixtures of the faces
without affecting the image synthesis model. The first 200 PCA eigervectors
were chosen for theselinear mixturessince they give the combination of images
that accounts for the maximum variability among the pixels. The eigenvectors
were normalized to unit length. Details are available in Chapter 3

Unlike PCA, there is no inherent ordering to the independent components
of the dataset. We therefore selected as an ordering parameter the class dis-
criminability of each component. Let @, be the overall mean of coefficient ay,
and @;;, be the mean for action j. The ratio of between-class to within-class
variability, r, for each coefficient is defined as

- Obetween (6 15)

Owithin

Where operween = 2 ;(@jk — a)? is the variance of the j class means, and
Owithin = 2 2 i(aijx—;k)? isthesumof thevarianceswithin eachclass. The
first p components selected by class discriminability comprised theindependent
component representation.

Best performance of 95.5% was obtained with the first 75 components se-
lected by classdiscriminability, using the cosine similarity measure, and nearest
neighbor classifier. Independent component analysisgave the best performance
among all of the halistic classifiers. Note, however, that the independent com-
ponentimagesin Figure 6.7 werelocal in nature. AsinLFA, thel CA agorithm
analyzed the images as whole, but the basis images that the algorithm learned
were local. Two factors contributed to the local property of the ICA basis
images: Most of the statistical dependencies were in spatialy proximal image
locations, and secondly, the ICA agorithm produces sparse outputs (Bell and
Sejnowski, 1997).
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5. LOCAL REPRESENTATIONS

In the approaches described in Section 4, the kernels for the representation
were learned from the statistics of the entire image. Some of these analyses
produced global filters, others produced local filters, filters that act on small
spatial regions within the image. A number of researchers have argued that
local filters are superior to global onesfor face image analysis, and expression
analysisin particular (Penev and Atick, 1996; Padgett and Cottrell, 1997; Gray
et a., 1997; Zhang et a., 1997; Lee and Seung, 1999). Section 5 explores
local representationsin which the filters are derived from local spatial analysis
and/or explicitly act on small spatial regions within the images. We examine
three variations on local filters that employ PCA, and compare them to the
biologically inspired Gabor wavelet decomposition.

A simple benchmark for the local filters consisted of a single Gaussian
kernel. The § — images were convolved with a 15 x 15 Gaussian kernel and
the output was downsampled by afactor of 4. The dimensionality of the final
representation was 7. The output of this basic local filter was classified at
70.3% accuracy using the Euclidean distance similarity measure and template
matching classifier.

5.1. Local PCA

There is evidence from a number of sources that local spatial filters may
be superior to global spatial filters for facial expression classification. Padgett
& Cottrell (Padgett and Cottrell, 1997) found that “eigenfeatures’, consisting
of the principal components of image subregions containing the mouth and
eyes, were more effective than global PCA (full-face eigenfaces) for facia
expression recognition. Furthermore, they found that a set of shift-invariant
local basis functions derived from the principal components of small image
patches were more effective than both eigenfeatures and global PCA. This
finding is supported by Gray, Movellan & Sejnowski (Gray et al., 1997) who
found that a similar local PCA representation gave better performance than
globa PCA for lipreading from video.

The methods employed here are based on (Padgett and Cottrell, 1997).
The shift-invariant local basis functions employed in (Padgett and Cottrell,
1997) were derived from the principal components of small image patches
from randomly sampled locations in the face image. Principal component
analysis of image patches sampled from random locations, such that the image
statistics are stationary over the patch, describesthe amplitude spectrum (Field,
1994; Pratt, 1978).

A set of more than 7000 patches of size 15 x 15 was taken from random
locations in the § — images and decomposed using PCA. The first p principal
componentswere then used as convolution kernelsto filter thefull images. The
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Figure6.8. a Shift-invariant local PCA kernels. First 9 components, ordered left to right, top
to bottom. b. Shift-variant local PCA kernels. The first principal component is shown for each
image location.

outputs were subsequently downsampled by a factor of 4, such that the final
dimensionality of the representation wasisomorphicto RP*™/*. Thelocal PCA
filters obtained from the set of lower-face §-images are shown in Figure 6.8.

Performance improved by excluding the first principal component. Best
performance of 73.4% was obtained with principal components 2-30, using
Euclidean distance and template matching. Unlike the findingsin (Padgett and
Cottrell, 1997), shift invariant basis functions obtained through local PCA were
no more effective than global PCA for facial action coding. Performance of
thislocal PCA technique was not significantly higher than that obtained using
asingle 15x15 Gaussian kernel.

Because the local PCA implementation differed from global PCA in two
properties, spatia locality and image alignment, we repeated the local PCA
analysis at fixed spatial locations. PCA of location-independent images cap-
tures amplitude information without phase, whereas alignment of the images
provides implicit phase information (Field, 1994; Bell and Sejnowski, 1997).
Loca PCA at fixed image locationsis related to the eigenfeatures representa-
tion addressed in (Padgett and Cottrell, 1997). The eigenfeature representation
in (Padgett and Cottrell, 1997) differed from shift-invariant local PCA inimage
patch size. Here, we compare shift-invariant and shift-variant versions of local
PCA while controlling for patch size.

The images were divided intom < 7 15 x 15 fixed regions. The principal
components of each region were calculated separately. Each image was thus
represented by p x m coefficients. Thefinal representation consisted of p = 10
principal components of m = 48 image regions.

Classification performance was tested using up to the first 30 components
of each patch. Best performance of 78.3% was obtained with the first 10
principal components of each image patch, using Euclidean distance and the
nearest neighbor classifier. There is a trend for phase alignment to improve
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classificationperformanceusing local PCA, but thedifferenceisnot statistically
significant. Contrary to the findings in (Padgett and Cottrell, 1997) neither
local PCA representation outperformed the global PCA representation. It has
been proposed that local representations reduce sensitivity to identity-specific
aspects of the face image (Padgett and Cottrell, 1997; Gray et a., 1997). The
success of global PCA here could be attributable to the use of § images, which
reduced variance related to identity specific aspects of the faceimage. Another
reason for the difference in findings could be the method of downsampling.
Padgett and Cottrell selected filter outputs from 7 image locations at the eyes
and mouth, whereas here downsampling was performed in a grid-wise fashion
from 48 image locations.

5.2. Gabor wavelet representation

An alternative to adaptive local filterssuch aslocal PCA are pre-definedlocal
filterssuch asfamiliesof Gabor filters. Gabor filtersare obtained by modulating
a 2-D sine wave with a Gaussian envelope. Such filters remove most of the
variability in images due to variation in lighting and contrast, and closely
model the response properties of visual cortical cells (Pollen and Ronner,
1981; Jones and Palmer, 1987; DeVaoisand DeValois, 1988; Daugman, 1988).
Representations based on the outputs of families of Gabor filters at multiple
spatial scales, orientations, and spatial locations, have proven successful for
recognizingfacial identity inimages(Ladeset al., 1993; Phillipsetal., 1997). In
adirect comparison of face recognition algorithms, Gabor filter representations
gave better identity recognition performance than representations based on
principal component analysis(Zhang et a., 1997). A Gabor representation was
aso more effective than a representation based on the geometric locations of
facial features for expression recognition (Zhang et al., 1998).

Here we examine alocal representation that employs Gabor wavel et decom-
position. The methods employed here are based on those described in (Lades
et a., 1993). Given an image Z(Z) (where & = (z,y)), the transform J; is
defined as a convolution

Ji = / I(3)i(7 — 7')d27 (6.16)
with afamily of Gabor kernels);
k|2 _IEI2NE2 T - o2
(@) = Tl ke _ o). (6.17)
g

Each +); isaplanewave characterized by the vector k; envel oped by aGaussian
function, where the parameter o = 27 determines the ratio of window width
to wavelength. The first term in the square brackets determines the oscillatory
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part of the kernel, and the second term compensates for the DC value of the
kernel (Ladeset al., 1993). The vector k; is defined as

s fuvcospy
k; = ( 1, sin g, (6.18)

where Vi -
fu=2""72m and ¢, = Mg.

The parameters v and . define the frequency and orientation of the kernels.
We used 5 frequencies (v = 0 — 4) and 8 orientations, (x = 1 — 8) in the
final representation, following the methods in (Lades et al., 1993). Example
filters are shown in Figure 6.9. Spatia frequencies corresponded to 4 - 16
pixels per cyclein 1/2 octave steps. In terms of the face, this corresponds to
2.8 - 12.2 cycles between the eyes, measured pupil to pupil. The Gabor filters
were applied to the é—images, and magnitudes were extracted. The outputs
{J;} of the 40 Gabor filters were downsampled by a factor ¢ to reduce the
dimensionality to 40 x % and normalized to unit length, which performed
a divisive contrast normalization. We tested the performance of the system
using g = 1,4, 16 and found that ¢ = 16 yielded the best generalization rate.
Best performance was obtained with the cosine similarity measure and nearest
neighbor classifier.

Classification performance with the Gabor filter representation was 95.5%.
This performance was significantly higher than all other approaches in the
comparison except independent component analysis, with which it tied. This
finding is supported by Zhang, Yan, & Lades (Zhang et a., 1997) who found
that face recognition with the Gabor filter representation was superior to that
with aholistic principal component based representation.

To determine which frequency ranges contained more information for ac-
tion classification, we repeated the tests using subsets of high frequencies
(v = 0,1,2), and low frequencies, (v = 2, 3,4). Performance with the high
frequency subset was 92.8%, almost the same as for v = 0, ..., 4, whereas
performance with the low frequency subset was 83.8%. The finding that the
higher spatial frequency bands of the Gabor filter representation contain more
information than the lower frequency bands is consistent with our analysis of
optic flow, above, in which reduction of the spatial resolution of the optic flow
through smoothing had a detrimental effect on classification performance. It
appears that high spatial frequencies are important for this task.

53, PCAjets

We next investigated whether the multiscale property of the Gabor wavel et
representation accounts for the difference in performance obtained using the
Gabor representation and the local PCA representation. To test thishypothesis,
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C.

Figure 6.9. a Origina d-image. b. Gabor kernels (low and high frequency) with the
magnitude of the filtered image to theright. ¢. Local PCA kernels (large and small scale) with
the corresponding filtered image.

we developed a multiscale version of the local PCA representation, PCA jets.
The principal components of random subimage patches provide the amplitude
spectrum of local image regions. A multiscale local PCA representation was
obtained by performing PCA on random image patches at five different scales
chosen to match the sizes of the Gaussian envelopes (see Figure 6.9). Patch
sizes were chosen as +30, yielding the following set: [ 9x9, 15x 15, 23x 23,
35 x 35, and 49 x 49]. The number of filters was matched to the Gabor
representation by retaining 16 principal components at each scale, for a total
of 80 filters. The downsampling factor ¢ = 16 was also chosen to match the
Gabor representation.

As for the Gabor representation, performance was tested using the cosine
similarity measure and nearest neighbor classifier. Best results were obtained
using eigenvectors 2 to 17 for each patch size. Performance was 64.9% for
all five scales, 72.1% for the three smaller scales, and 62.2% for the three
larger scales. The multiscale principal component analysis (PCA jets) did
not improve performance over the single scale local PCA. It appears that the
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multiscale property of the Gabor representation alone does not account for
the improvement in performance obtained with this representation over local
representations based on principal component analysis.

6. HUMAN SUBJECTS

The performance of human subjects provided benchmarks for the perfor-
mances of the automated systems. Most other computer vision systems test
performance on prototypica expressions of emotion, which naive human sub-
jects can classify with over 90% agreement, e.g. (McKelvie, 1995). Facid
action coding isamore detailed analysis of facial behavior than discriminating
prototypical expressions. The ability of naive human subjects to classify the
facial actionimagesinthisset indicatesthe difficulty of thevisual classification
task, and provides a basis for comparing the results presented here with other
systemsin the literature. Since the long-term goal of this project is to replace
human expert coders with with an automated system, a second benchmark was
provided by the agreement rates of expert human coders on theseimages. This
benchmark indicated the extent to which the automated systems attained the
goal of reaching the consistency levels of the expert coders.

Naive subjects. Naive subjects were ten adult volunteers with no prior
knowledge of facial expression measurement. Theupper and lower face actions
were tested separately. Subjects were provided with a guide sheet which
contained an example image of each of the six upper or lower face actions
along with a written description of each action and a list of image cues for
detecting and discriminating the actions from (Ekman and Friesen, 1978).
Each subject was given a training session in which the facial actions were
described and demonstrated, and the image cues listed on the guide sheet were
reviewed and indicated on the example images. The subjects kept the guide
sheet as areference during the task.

Face images were preprocessed identically to how they had been for the
automated systems, as described in Section 2, and printed using a high reso-
lution HP Laserjet 4si printer with 600 dpi. Face images were presented in
pairs, with a neutral expression image and the test image presented side by
side. Subjectswereinstructed to compare the test image with the neutral image
and decide which of the actions the subject had performed in the test image.
Ninety-threeimage pairswere presented in both the upper and lower face tasks.
Subjects were instructed to take as much time as they needed to perform the
task, which ranged from 30 minutesto one hour. Naive subjectsclassified these
images at 77.9% correct. Presenting uncropped face images did not improve
performance.

Expert coders. Expert subjects were four certified FACS coders. The task
was identical to the naive subject task with the following exceptions: Expert
subjects were not given a guide sheet or additional training, and the complete
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Table6.1. Best performancefor each classifier. PCA: Principal component analysis. LFA: Lo-
cal feature analysis. FLD: Fisher’slinear discriminant. ICA: Independent component analysis.
Shift-inv: Shift-invariant. Shift-var: Shift-variant.

Optic Flow Correlation 85.6% + 3.3
Smoothed 53.1% + 4.7

PCA 79.3% + 3.9
Holistic LFA 81.1% £ 3.7
Spatial Analysis FLD 75.7% £ 4.1
ICA 95.5% £ 2.0

Gaussian Kernel 70.3 + 4.
L ocal PCA Shift-inv | 73.4% 4+ 4.2
Spatial Analysis | PCA Shift-var | 78.3% + 3.9
PCA Jets 72.1% + 4.2
Gabor Jets 95.5% + 2.0

Human Subjects Naive 77.9% + 2.5
Expert 94.1% +2.1

face was visible, as it would normally be during FACS scoring. Although the
compl eteactionwasvisibleinthe cropped images, theexpertswereexperienced
withfull faceimages, and the cropping may biastheir performanceby removing
contextual information. One hundred and fourteen upper-face image pairs and
ninety-three lower-face image pairs were presented. Timeto complete the task
ranged from 20 minutes to 1 hour and 15 minutes. The rate of agreement of
the expert coders with the assigned |abels was was 94.1%.

7. DISCUSSION

We have compared a number of different image analysis methods on a
difficult classification problem, the classification of facial actions. Several
approaches to facial expression analysis have been presented in the literature,
but until now, there has been little direct comparison of these methods on a
single dataset. These approaches include analysis of facial motion (Mase,
1991; Yacoob and Davis, 1994; Rosenblum et al., 1996; Essa and Pentland,
1997), holistic spatial pattern analysis using techniques based on principal
component analysis (Cottrell and Metcalfe, 1991; Padgett and Cottrell, 1997;
Lanitis et a., 1997), and measurements of the shapes and facial features and
their spatial arrangements (Lanitis et a., 1997; Zhang et a., 1998). This
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investigation compared facia action classification using optic flow, holistic
spatial analysis, and local spatial representations. We also included in our
comparison a number of representations that had been developed for facia
identity recognition, and applied them for the first time to facial expression
analysis. These representations included Gabor filters (Lades et al., 1993),
Linear Discriminant Analysis (Belhumeur et a ., 1997), Local Feature Analysis
(Penev and Atick, 1996), and Independent Component Analysis (Bartlett et al.,
1998).

Resultsare summarized in Table 6.1. Best performanceswere obtained with
the local Gabor filter representation, and the Independent Component repre-
sentation, which both achieved 96% correct classification. The performance
of these two methods equal ed the agreement level of expert human subjects on
theseimages. Image representations derived from the second-order statistics of
thedataset (PCA and LFA) performed about aswell as naive human subjectson
this image classification task, in the 80% accuracy range. Performances using
LFA and FLD did not significantly differ from PCA, nor did spatially local
implementations of PCA. Correlation-based optic flow performed at a level
between naive and expert human subjects, at 86%. Classification accuracies
obtained here compared favorably with other systems developed for emotion
classification, despitetheadditional challengesof classifying facial actionsover
classifying prototypical expressionsreviewed in (Hager and Ekman, 1995).

A number of the representations explored here employed spatial filters on
the image graylevels. The filter kernels are juxtaposed in Figure 6.10. We
obtained converging evidencethat local spatia filtersareimportant for analysis
of facial expressions. The two representations that significantly outperformed
the others, the Gabor representation (Lades et al., 1993) and the Independent
Component representation (Bartlett et a., 1998), each employed local filters.
| CA wasclassified asaholistic algorithm sincethe analysi swas performed over
the images as a whole, however the basis images that the algorithm produced
were local. This supports recent findings that local filters are important for
face image analysis (Padgett and Cottrell, 1997; Gray et a., 1997; Lee and
Seung, 1999). Our results also demonstrated that spatial locality of the image
filters alone is insufficient for good classification. Local principa component
representationssuch as LFA and local PCA performed no better than the global
PCA representation (Eigenfaces).

We al so obtained multiple sources of evidence that high spatial frequencies
are important for classifying facial actions. Spatial smoothing of optic flow
degraded performance by more than 30%. Secondly, classification with only
the high frequencies of the Gabor representation was superior to classification
using only the low spatia frequencies. A similar result was obtained with the
PCA jets. These findings arein contrast to arecent report that the information
for recognizing prototypical facial expressions was carried predominantly by
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Figure 6.10. Summary of filter kernels. From top to bottom: First 4 PCA kernels; Four ICA
kernels. The ICA kernels are local, spatially opponent, and adaptive; Gabor kernels are local,
spatially opponent, and predefined; First 4 local PCA kernels, Four LFA kernels.

the low spatial frequencies (Zhang et a., 1998). This difference in findings
highlights the difference in the task requirements of classifying facial actions
versus classifying prototypical expressions of emotion. Classifying facial ac-
tionsisamoredetailed level of analysis. Our findings predict, for example, that
high spatial frequencies would carry important information for discriminating
genuine expressions of happinessfrom posed ones, which differ inthe presence
of AU 6 (the cheek raiser) (Ekman et al., 1988).

Therelevance of high spatia frequencies has implications for motion-based
facial expression analysis. Since optic flow is a noisy measure, many flow-
based expression analysis systems employ regularization procedures such as
smoothing and quantizing to estimate a principal direction of motion within an
image region. The analysis presented here suggeststhat high spatial resolution
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optic flow isimportant for analysis of facial behavior at thelevel of facial action
coding.

In addition to spatial locality, the ICA representation and the Gabor filter
representation appear to share other properties including sensitivity to high
order dependencies, and relationships to representations in the visual cortex.
Bell & Sgjnowski (Bell and Seinowski, 1997) found using ICA that the filters
that produced independent outputs from natural scenes were spatially local,
oriented edge filters, similar to a bank of Gabor filters, and to the response
properties of primary visual cortical cells. It has also been shown that Gabor
filter outputs of natural images are sparse and kurtotic (Field, 1987; Field,
1994), and at least pairwise independent® (Simoncelli, 1997).

The Gabor wavelets, PCA, and ICA each provide a way to represent face
images as a linear superposition of basis functions. Gabor wavelets employ a
set of pre-defined basis functions, whereas PCA and ICA learn basis functions
that are adapted to the data ensemble. PCA models the data as a multivariate
Gaussian, and the basis functions are restricted to be orthogonal (Lewicki and
Olshausen, 1998). ICA alowsthelearning of non-orthogonal basesand allows
the data to be modeled with non-Gaussian distributions (Comon, 1994). As
noted above, there are a number of relationships between Gabor wavel ets and
the basis functions obtained with ICA. The Gabor wavel ets are not specialized
to the particular data ensemble, but would be advantageous when the amount
of dataistoo small to estimatefilters.

The ICA representation performed as well as the Gabor representation,
despite having two orders of magnitude fewer basis functions. A large number
of basis functions does not appear to confer an advantage for classification.
The PCA-jet representation, which was matched to the Gabor representation
for number of basis functions aswell as scale, performed at only 72% correct.

Each of the local representations underwent downsampling. The effect of
downsampling on generalization rate was examined in the Gabor representa-
tion, and we found downsampling improved generalization performance. The
downsampling was done in a grid-wise fashion, and there was no manual
selection of facial features. Downsampling methods can have a significant
impact on performance. The Rockefeller group recently revealed that the high
performance on the FERET face recognition competition was obtained by em-
ploying adifferent technique for downsampling the L FA representation (Penev,
2001). Thisinvolved finding pixel locations with maximum information for

3This holds when the responses undergo divisive normalization, which neurophysiologists have proposed
takes place in the visual cortex (Heeger, 1991). The length normalization in our Gabor representation is a
form of divisive normalization.



Image representations for facial expressionanalysis. Comparative study |1 127

each individual. We are presently investigating whether different methods of
downsampling could improve performace with Gabors and ICA.

An outstanding issue is whether our findings depend on the simple recog-
nition engines we employed. Would a smarter recognition engine ater the
relative performances of the image representations we tested? Our prelimi-
nary investigations suggest that is not the case (Bartlett et al., 2000). Hidden
Markov Models (HMM'’s) were trained on the PCA, ICA, and Gabor repre-
sentations. The Gabor representation was first reduced to 75 dimensions using
PCA beforetraining the HMM. The HMM improved performance with ICA to
96.3% correct, and gave similar percent improvements to the Gabor and PCA
representations over their nearest neighbor performances.

8. CONCLUSIONS

The results of this comparison provided converging evidence for the im-
portance of using local filters, high spatial frequencies, and statistical inde-
pendence for classifying facial actions. Best performances were obtained with
Gabor wavel et decomposition and independent component analysis. Thesetwo
representations are related to each other. They employ graylevel texturefilters
that share properties of spatia locality, independence, and have relationships
to the response properties of visual cortical neurons.

Themajority of the approachesto facial expression recognition by computer
have focused exclusively on analysis of facial motion. Mation is an impor-
tant aspect of facial expressions, but not the only cue. Although experiments
with point-light displays have shown that human subjects can recognize facial
expressions from motion signals alone (Bassili, 1979), recognition rates are
just above chance, and substantially lower than those reported for recogniz-
ing asimilar set of expressions from static graylevel images, e.g. (McKelvie,
1995). In this comparison, best performances were obtained with representa-
tions based on surface graylevels. A future direction of thiswork isto combine
the motion information with spatial texture information. Perhaps combining
motion and graylevel information will ultimately providethe best facial expres-
sion recognition performance, asit does for the human visua system (Bassili,
1979; Wallbott, 1992).
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Chapter 7

LEARNING VIEWPOINT INVARIANT REPRESENTATIONS
OF FACESIN AN ATTRACTOR NETWORK

Reprint in full of “Learning viewpoint invariant face representations from visual experience
in an attractor network” by Bartlett, M.S. & Sejnowski, T.J., which appeared in Network:
Computation in Neural Systems 9(3) 399-417, 1998. Reprinted with permission from Institute
of Physics Publishing, Ltd. See http://www.iop.org/Journals/nc.

Abstract

In natural visual experience, different views of an object or facetend to appear in
closetemporal proximity asan animal manipul atesthe object or navigatesaround
it, or asafacechangesexpression or pose. A set of simulationsis presentedwhich
demonstrate how viewpoint invariant representations of faces can be developed
from visual experience by capturing the temporal relationships among the input
patterns. The simulations explored the interaction of temporal smoothing of
activity signals with Hebbian learning (Foldiak, 1991) in both a feedforward
layer and a second, recurrent layer of a network. The feedforward connections
were trained by Competitive Hebbian Learning with temporal smoothing of the
post-synaptic unit activities (Bartlett and Sejnowski, 1996b). The recurrent layer
was a generalization of a Hopfield network with a lowpass temporal filter on
all unit activities. The combination of basic Hebbian learning with temporal
smoothing of unit activities produced an attractor network learning rule that
associated temporally proximal input patterns into basins of attraction. These
two mechanisms were demonstrated in a model that took graylevel images of
faces asinput. Following training on image sequences of faces as they changed
pose, multiple views of a given face fell into the same basin of attraction, and
the system acquired representations of faces that were approximately viewpoint
invariant.

1. INTRODUCTION

Cdllsin the primate inferior temporal |obe have been reported that respond
selectively to faces despite substantial changes in viewpoint (Perrett et al.,
1989; Hasselmo et al., 1989). A small proportion of cells gave responses that
were invariant to angle of view, whereas other cells that have been classed as

129
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viewpoint dependent had tuning curves that were quite broad. Perrett et al.
(Perrett et al., 1989) reported broad coding for five principal views of the head:
Frontal, left profile, right profile, looking up, and looking down, and the pose
tuning of these cells was on the order of +40°. The retinal input changes
considerably under these shiftsin viewpoint.

This model addresses how receptive fields with such broad pose tuning
could be developed from visual experience. The model touches on severa
issuesin the psychology and neurophysiology of face recognition. Can genera
learning principles account for the ability to respond to faces across changes
in pose, or does this function require special purpose, possibly genetically
encoded mechanisms? Isit possible to recognize faces across changesin pose
without explicitly recovering or storing the 3-dimensional structure of theface?
What are the potential contributions of temporal sequence information to the
representation and recognition of faces?

Until recently, most investigations of face recognition focused on static
images of faces. The preponderance of our experience with faces, however,
is not with static faces, but with live faces that move, change expression, and
pose. Tempora sequences contain information that can aid in the process of
representing and recogni zing faces and objects, e.g. (Bruce, 1988). Thismodel
explores how a neural system can acquire invariance to viewpoint from visual
experience by accessing the temporal structure of the input. The appearance
of an object or aface changes continuously as the observer moves through the
environment or as a face changes expression or pose. Capturing the temporal
relationshipsin the input is away to automatically associate different views of
an object without requiring three-dimensional representations (Stryker, 1991b).

Temporal association may be animportant factor in the development of pose
invariant responses in the inferior temporal lobe of primates (Rolls, 1995).
Neuronsin the anterior inferior temporal lobe are capable of forming temporal
associations in their sustained activity patterns. After prolonged exposure to
a sequence of randomly generated fractal patterns, correlations emerged in
the sustained responses to neighboring patterns in the sequence (Miyashita,
1988). Macaques were presented a fixed sequence of 97 fractal patterns for 2
weeks. After training, the patterns were presented in random order. Figure 7.1
shows correlations in sustained responses of the AIT cells to pairs of patterns
as a function of the relative position of the patterns in the training sequence.
Responsesto neighboring patternswere correlated, and the correl ation dropped
off as the distance between the patterns in the training sequence increased.
These data suggest that cells in the temporal lobe can modify their receptive
fields to associate patterns that occurred close together in time.

Hebbian learning can capturetemporal relationshipsin afeedforward system
when the output unit activities undergo temporal smoothing (Foldiak, 1991).
Thismechanism learnsviewpoint-tol erant representationswhen different views



Learning Viewpoint Invariant Representationsof Faces 131

Fixed Stimulus Sequence

.97

Correlation Coefficient

1 5 10th neighbor

Figure 7.1. Evidence of temporal associationsin IT. Top: Samples of the 97 fractal pattern
stimuli in the fixed training sequence. Bottom: Autocorrelograms on the sustained firing rates
of AIT cells along the serial position number of the stimuli. Abscissais the relative position of
the patternsin the training sequence, where patternsn,n+1 arefirst neighbors, and patternsn,n+2
are second neighbors. Triangles are mean correlationsin responses to the learned stimuli for 57
cells. Open circles are correlations in responses to novel stimuli for 17 cells, and closed circles
are responsesto learned stimuli for the same 17 cells. Squares are mean correlations for the 28
cells with statistically significant response correlations, according to Kendall’s correlation test.
Adapted from Miyashita (1988). Reprinted with permission from MacMillan Magazines, Ltd.,
copyright 1988.

of an object are presented in temporal continuity (Foldiak, 1991; Weinshall and
Edelman, 1991; Rhodes, 1992; O’ Reilly and Johnson, 1994; Wallis and Ralls,
1997). Foldiak (Foldiak, 1991) used temporal association to model the devel-
opment of viewpoint invariant responses of complex V1 cells from sweeps of
oriented edges across the retina. This model achieved trandation invariancein
asinglelayer by having orientation-tuned filtersin the first layer that produced
linearly separable patterns. More generally, approximate viewpoint invariance
may be achieved by the superposition of several Foldiak-like networks (Ralls,
1995). Most such models used idealized input representations. These learn-
ing mechanisms have recently been shown to learn transformation invariant
responses to complex inputs such as images of faces (Bartlett and Sejnowski,
1996b; Bartlett and Sejnowski, 1997; Wallis and Rolls, 1997; Becker, 1999).
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The assumption of temporal coherence can aso be applied to learn other prop-
erties of the visual environment, such as depth from stereo disparity of curved
surfaces (Becker, 1993; Stone, 1996).

There are several mechanisms by which receptive fields could be modified
to perform temporal associations. A tempora window for Hebbian learning
could be provided by the 0.5 second open-time of the NM DA channel (Rhodes,
1992; Roalls, 1992). A spatio-temporal window for Hebbian learning could
a so be produced by the release of a chemical signal following activity such as
nitric oxide (Montague et al., 1991). Recurrent excitatory connections within
a cortical area and reciprocal connections between cortical regions (O’ Rellly
and Johnson, 1994) could sustain activity over longer time periods and allow
temporal associations across larger time scales.

The time course of the modifiable state of a neuron, based on the open time
of the NMDA channel for calcium influx, has been modeled by a lowpass
temporal filter on the post-synaptic unit activities (Rhodes, 1992). A lowpass
temporal filter is a simple way to describe mathematically any of the above
effects. This paper examines the contribution of such alowpass temporal filter
to the development of viewpoint invariant responses in both a feedforward
layer, and a second, recurrent layer of a network. In the feedforward system,
the Competitive Learning rule (Rumelhart and Zipser, 1985) is extended to
incorporate an activity trace on the output unit activities (Foldiak, 1991). The
activity trace causesrecently active output unitsto have acompetitive advantage
for learning subsequent input patterns.

The recurrent component of the simulation examines the development of
temporal associationsin an attractor network. Perceptua representations have
been related to basins of attraction in activity patterns across an assembly of
cells (Amit, 1995; Freeman, 1994; Hinton and Shallice, 1991). Weinshall and
Edelman (Weinshall and Edelman, 1991) modeled the development of view-
point invariant representations of wire-framed objects by associating neigh-
boring views into basins of attraction. The simulations performed here show
how viewpoint invariant representations of face images can be captured in an
attractor network, and we examine the effect of a lowpass temporal filter on
the attractor network learning rule. The recurrent layer was a generalization
of a Hopfield network (Hopfield, 1982) with a lowpass temporal filter on al
unit activities. We show that the combination of basic Hebbian learning with
temporal smoothing of unit activities produces an attractor network learning
rulethat associatestemporally proximal input patternsinto basins of attraction.
Thislearning rule is a generalization of an attractor network learning rule that
produced temporal associations between randomly generated input patterns
(Griniasty et d., 1993).

Thesetwo mechanismswereimplemented in amodel with both feedforward
and lateral connections. The input to the model consisted of the outputs of an
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array of Gabor filters. These were projected through feedforward connections
to a second layer of units, where unit activities are passed through a lowpass
temporal filter. The feedforward connections were modified by competitive
Hebbian learning to cluster the inputs based on a combination of spatial simi-
larity and temporal proximity. Lateral connections in the output layer created
an attractor network that formed basins of attraction based on the temporal
proximity of the input patterns. Following training on sequences of graylevel
images of faces as they changed pose, multiple views of a given face fell into
the same basin of attraction, and the system acquired representations of faces
that were approximately viewpoint invariant.

2. SIMULATION

Stimuli for these simulations consisted of 100 images of faces undergoing a
change in pose, from David Beymer (Beymer, 1994) (see Figure 7.2). There
were twenty individuals at each of five poses, ranging from —30° to 30°. The
faces were automatically located in the frontal view image by using a feature-
based template matching algorithm (Beymer, 1994). Thelocation of thefacein
the frontal view image defined awindow for the other images in the sequence.
Each input sequence therefore consisted of a single stationary window within
which the subject moved his or her head. The images were normalized for
luminance and scaled to 120 x 120 pixels.

AR
QRO

30°

L1

syt

-30° -15°

Figure 7.2. Sample of the 100 images used in the simulation. Image set provided by David
Beymer (1994).
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2.1. Modd architecture

Imageswerepresentedtothemodel in sequential order asthesubject changed
pose from left to right (Figure 7.3). The first layer of processing consisted of
an oriented energy model related to the output of V1 complex cells (Daugman,
1988; Lades et al., 1993). The images were filtered by a set of sine and
cosine Gabor filters at 4 spatial scales (32, 16, 8, and 4 pixels per cycle), and
at four orientations (vertical, horizontal, and +45°.) The standard deviation
of the Gaussian was set to twice the frequency of the sine or cosine wave,
such that the receptive field size of the spatial filters increased with the spatial
scale of the filters. The outputs of the sine and cosine Gabor filters were
squared and summed, and then normalized by scale and orientation (Heeger,
1991). The result was sampled at 8 pixel intervals. This produced a 3600-
dimensional representation consisting of 225 spatia locations, 4 spatial scales,
and 4 orientations.

The set of V1 model outputs projected to a second layer of 70 units labeled
“complex pattern units’ to characterizetheir receptive fields after learning. The
complex pattern unit activities were passed through a lowpass temporal filter,
described below. There was feedforward inhibition between the complex pat-
tern units, meaning that the competition influenced the feedf orward activations
only. The 70 unitswere grouped into two inhibitory pools, such that there were
two active complex pattern unitsfor any given input pattern. The third stage of
the model was an attractor network produced by lateral interconnectionsamong
al of the complex pattern units. The feedforward and lateral connections were
updated successively.

2.2. Competitive Hebbian learning of tempor al
relationships

The learning rule for the feedforward connections of the model was an
extension of the Competitive L earning Algorithm (Rumelhart and Zipser, 1985;
Grossberg, 1976). The output unit activities were passed through a lowpass
temporal filter (Bartlett and Sejnowski, 1996b). This manipulation gave active
units in the previous time steps a competitive advantage for winning, and
therefore learning, in the current time step.

Let y§~ = > wi;x; + b; betheweighted sum of the feedforward inputs and

the bias at time ¢. The activity of unit j at time ¢, 7;(*), is determined by the
trace, or running average, of itsinput activity:

77 = (1= Nyb + gD (7.1)
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Attractor Network

Complex Pattern Units| <0 Lowpass Temporal Filter
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Figure7.3. Model architecture.

The output unit activity, V;, was subject to a step-nonlinear competition func-
tion.
v, = [L i =maa; 75 72)
& otherwise

where « is the learning rate, and N is the number of clustering units in the
output layer. Thiswas a modified winner-take-all competition where the non-
winning activation was set to a constant small value rather than zero. The
effect of the small positive activation was to cause non-winning weight vectors
to moveinto the space spanned by theinput data (Rumelhart and Zipser, 1985).
Thefeedforward connectionswere updated according to the following learning
rule:

Ty

Awij B avvj(zk gm

— wj) (7.3)
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Theweight change from input 7 to output 5 was proportional to the normalized
input activity at unit 7 for pattern u, z;,,, minusaweight decay term. In addition
to the weight decay, the weight to each unit was constrained to sum to one by
adivisive normalization.

The small positive activation of non-winning weight vectors does not guar-
antee that all weight vectors will eventually participate in the clustering. It
causes the non-winning weight vectors to move slowly toward the centroid
of the data, and some of the weight vectors may end up oscillating about the
centroid without winning the competition for one of the inputs. A bias term
was therefore added to cause each output unit to be active approximately the
same proportion of the time. The learning rule for the biasto output unit j, b,
was

Abj =3 (% - cj> (7.4)

where P is the number of input patterns, n is the number of output units in
one pool, and c; is the count of wins for output j over the previous P time
steps. The biasterm was updated at the end of each iteration through the data,
with learning rate 8. If we define a unit’s receptive field as the area of input
space to which it responds, then the bias term acts to expand the receptive
fields of units that tend to be inactive, and shrink the receptive fields of units
that are active more often than the others. There is some justification for this
due to evidence for activity dependent maodification of receptive field size of
cortical neurons, eg. (Jenkinset a., 1990; Kaas, 1991). An aternative way to
normalize responses is through multiplicative scaling of the synaptic weights
(Turrigiano et al., 1998).

One face image was input to the system per time step, so the face patterns,
u, can aso be indexed by the time step, £. The temporal smoothing was
subject to reset based on discontinuitiesin optic flow, which insured that there
was no temporal smoothing across input images with large changes. Optic
flow between image pairs was calculated using a simple gradient-based flow
estimator (Horn and Schunk, 1981). When the summed lengths of the optic
flow vectors for sequential image pairs exceeded athreshold of v = 25, j was
initialized to y.! The competitive learning rule alone, without the temporal
smoothing, partitioned the set of inputs into roughly equal groups by spatial
similarity. With the temporal smoothing, this learning rule clustered the input

IThisinitialization is not strictly required for the success of such unsupervised learning algorithms because
of thelow probability of any specific pair of adjacent imagesof different individualsrelative to the probability
of adjacent imagesof thesameindividual, cf. (Wallisand Baddeley, 1997). However, we chose not to ignore
the transitions between individuals since there are internal cues to these transitions such as eye movements,
motion, and longer temporal delays.



Learning Viewpoint Invariant Representationsof Faces 137

by acombinationof spatial similarity andtemporal proximity, wheretherelative
contribution of the two factors was determined by the parameter A.

Thislearning ruleisrelated to spatio-temporal principal component analysis.
It has been shown that competitive Hebbian learning can find the first v
principal components of the input data, where N is the number of output
units (Oja, 1989; Sanger, 1989). The low-pass tempora filter on output unit
activitiesin Equation 7.1 causes Hebbian learning to find axes a ong which the
data covaries over recent temporal history. Due to the linear transfer function,
passing the output activity through atemporal filter is equivalent to passing the
input through the temporal filter. Competitive Hebbian learning can thus find
the principal components of this spatio-temporal input signal.

2.3. Temporal association in an attractor network

Thelateral interconnectionsin the output layer formed an attractor network.
After the feedforward connections were established in the first layer using
competitive learning, the weights of the lateral connections were trained with
a basic Hebbian learning rule. Hebbian learning of lateral interconnections,
in combination with the lowpass temporal filter (Equation 7.1) on the unit
activities, produced alearning rule that associated temporally proximal inputs
into basins of attraction. This is demonstrated as follows. We begin with a
basic Hebbian |earning algorithm:

P
Wij = % ;(yf -k —") (7.5)

where N isthe number of units, P isthe number of patterns, and y° is mean
activity over al of the units. Replacing ! with the activity trace 7;() defined
in Equation 7.1, we obtain

1 P
Wij = — 3 (1= Ny! + 250D =) (1= Nyl + xg50) —
NS (7.6)

Substituting 4° = Ay® + (1 — \)y® and multiplying out the terms produces
the following learning rule:
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This learning rule is a generalization of an attractor network learning rule
that has been shown to produce correlated attractors based on serial positionin
the input sequence (Griniasty et al., 1993). The first term in this equation is
basic Hebbian learning. The weights are proportional to the covariance matrix
of theinput patterns at time ¢. The second term performs Hebbian association
between the patterns at time ¢ and ¢ — 1. The third term is Hebbian association
of the trace activity for patternt — 1.

The following update rule was used for the activation V' of unit 4 at time ¢
from the lateral inputs (Griniasty et al., 1993):

Vit + 6t) = ¢ [ 3 Wiy V() — 0] (7.8)

Where 6 is a neural threshold and ¢(z) = 1 for z > 0, and 0 otherwise. In
these smulations, § = 0.007, N = 70, P = 100, 4° = 0.03, and A\ = 0.5.

The learning rule developed by Griniasty, Tsodyks, and Amit (Griniasty
et a., 1993) is presented in Equation 7.9 for comparison. The Griniasty et.
a. learning rule associates first neighbors in the pattern sequence, whereasthe
learning rule in 7.7 has alonger memory. The weightsin 7.9 are afunction of
the discrete activitiesat ¢t and ¢t — 1, whereas the weightsin 7.7 are afunction
of the current input and the activity history at timet¢ — 1.

P
Wi = % > -y — ")+
t=1
a [ =) — ) + (=) = ")) (7.9)

The weight structure and fixed points of an attractor network trained with
Equation 7.7 areillustrated in Figures 7.4 and 7.5 using an idealized data set
in order to facilitate visualization. The fixed points for the real face data will
be illustrated later, in Section 2.4. The idealized data set contained 25 input
patterns, where each pattern was coded by activity in a single bit (Figure 7.4,
Top). The patterns represented 5 individuals with 5 views each (a- €). The
middle graph in Figure 7.4 shows the weight matrix obtained with the attractor
network learning rule, with A = 0.5. Note the approximately square structure
of the weights along the diagonal, showing positive weights among most of
the 5 views of each individual. The inset shows the actual weights between
views of individuals 3 and 4. The weights decrease with the distance between
the patterns in the input sequence. The bottom graphs show the sustained
patterns of activity in the attractor network for each input pattern. Unlike
the standard Hopfield network, in which the objective is to obtain sustained
activity patterns that are identical to the input patterns, the objective hereisto
have a many-to-one mapping from the five views of an individual to a single
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pattern of sustained activity. Note that the same pattern of activity is obtained
no matter which of the 5 views of the individual is input to the network. For
this simplified representation, the attractor network produces responses that
are entirely viewpoint invariant. The fixed pointsin this demonstration are the
conjunctions of theinput activities for each individual view.

Input =
Patterns . 25 patterns
§ - 5 "Individuals”
ze 5 "views"
'—% N 25 units
o Coded by single bit
— 8 )
1 Unit 25
Weight Q
Matrix
A=0.5 g
Activity 19
States g
L
w
[a )
=
(oW
5

Figure 7.4. Demonstration of attractor network with idealized data. Top: |dealized data set.
The patterns consist of 5 "individuals' (1,2,3,4,5) with five "views" each (a,b,c,d,e), and are
each coded by activity in 1 of the 25 units. Center: The weight matrix obtained with equation 3.
Dots show the locations of positive weights, and the inset shows the actual weights among the 5
views of two different individuals. Bottom: Fixed points for each input pattern. Unit activities
are plotted for each of the 25 input patterns.
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Figure 7.5 showstheweight matrix for different values of the temporal filter,
.2 As )\ increases, alarger range of views contain positive weights. Thefigure
also gives the fixed points for each input pattern. For A = 0.25, 2 to 3 views
are associated into the same basin of attraction. For A = 0.4, there are positive
connections between only a subset of the views for each face, yet this weight
matrix is sufficient to associate all five views into the same basin of attraction.
A rigorous numerical analysisof the mean field equations and fixed points of a
related weight matrix can be found in (Parga and Rolls, 1998).

24. Simulation results

Sequences of graylevel face images were presented to the network in order
as each subject changed pose. Faces rotated from left to right and right to | eft
in aternate sweeps. The feedforward and the lateral connections were trained
successively. The feedforward connections were updated by the learning rule
in Equations 7.1-7.3, with A = 0.5. Competitive interactions were among two
pools of 35 units so that there were two active outputs for each input pattern.
The two competitive pools created two samples of image clustering, which
provided additional information on relationships between images. Images
could be associated by both clusters, one, or neither, and images that were
never clustered together could share a common clustering partner.

After training the feedforward connections, the representation of each face
was a sparse representation consisting of the two active output units out of the
total of 70 complex pattern units. “Posetuning” of the feedforward system was
assessed by comparing correlationsin the network outputsfor different views of
the samefaceto correlationsacrossfacesof different people. Mean correlations
for different views of the same face were obtained for each possible changein
pose by cal culating mean correlation in feedforward outputs across all four 15°
changes in pose, three 30° changes in pose, and so forth. Mean correlations
across faces for the same changes in pose were obtained by calculating mean
correlation in feedforward outputs for different subjects acrossall 15° changes
in pose, 30° changesin pose, and so forth.

Figure 7.6 (Top Left) shows pose tuning both with and without the temporal
lowpass filter on unit activities during training. The temporal filter broadened
the pose tuning of the feedforward system, producing aresponse that was more
selective for the individual and less dependent on viewpoint.

Thediscriminability of thefeedforward output for same-face versusdifferent-
face was measured by calculating the receiver-operator-characteristic (ROC)
curve for the distributions of same-face and different-face output correlations.
AnROC curve plotsthe proportion of hitsagainst the proportion of falsealarms

2The half-life, h, of the temporal filter isrelated to A by A* = 0.5 (Stone, 1996). For A = 0.5, the activity
at timet is reduced by 50% after one time step.
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Figure 7.5. Weight matrix (left) and fixed points (right) for three values of the temporal filter,
A. Dots show locations of positive weights. Unit activities are plotted for each of the 25 input
patterns of the simplified data.

(FA’s) for choosing between two distributions at different choices of the accep-
tance criteria. The area under the ROC measures the discriminability of the
two distributions, ranging from 0.5 for fully overlapping distributionsto 1.0 for
distributions with zero overlap in the tails. Figure 7.6 (Top Right) shows the
ROC curves and areas under the ROC for feedforward output correlations with
A =0.5and A = 0.0. Thetemporal filter increased the discriminability of the
feedforward outputs.

Test image results were obtained by alternately training on four poses and
testing on the fifth, and then averaging across al test cases. Test images
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Table7.1. Contribution of the feedforward connections and the attractor network to viewpoint
invariance of the complete system. Area under the ROC for the sustained activity patternsin
network layer 2 is given with and without the temporal activity trace in during learning in the
feedforward connections (A1) and in the attractor network (A2).

A1
Ao 0 05
0 .70 .90
05| .84 .98

produced a similar pattern of results, which are presented in the bottom of
Figure 7.6.

The feedforward system provided a sparse input to the attractor network.
After the feedforward connections were established, the feedforward weights
were held fixed, and sequences of face images were again presented to the
network as each subject gradually changed pose. The lateral connections
among the output units were updated by the learning rule in Equation 7.7.
After training the attractor network, each face was presented to the system, and
the activitiesin the output layer were updated until they arrived at astable state.
The sustained patterns of activity comprised the representation of afacein the
attractor network component of the model. Following learning, these patterns
of sustained activity were approximately viewpoint invariant.

Figure 7.7 shows pose tuning and ROC curves for the sustained patterns
of activity in the attractor network. The graphs compare activity correlations
obtained using fivevalues of A in Equation 7.7. Notethat A = 0 correspondsto
a standard Hebbian learning rule. The contribution of the feedforward system
and the attractor network to the overall viewpoint invariance of the system are
compared in Table 7.1. Temporal associationsin the feedforward connections
and the lateral connections both contributed to the viewpoint invariance of the
sustained activity patterns of the system.

Figure 7.8 showsthe activity in network layer two for 25 of the 100 graylevel
face images, consisting of five poses of five individuals. Face representations
following training of the feedforward connections only with A = 0 (top) are
contrasted with face representations obtained when the feedforward connec-
tions were trained with A = 0.5 (middle), and with the face representationsin
the attractor network, in which both the feedforward and lateral connections
weretrained with A = 0.5. Competitive Hebbian learning without the temporal
lowpass filter frequently included neighboring poses of anindividual in aclus-
ter, but the number of views of an individual within the same cluster did not
exceed two, and the clustersincluded images of other individuals aswell. The
temporal lowpass filter increased the number of views of an individual withina
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Figure 7.6. Pose tuning and ROC curves of the feedforward system for training images (top)
and test images (bottom). Left: Mean correlations of the feedforward system outputs for pairs
of face images are presented by changein pose. Correlations across different views of the same
face (—) are compared to correlations across different faces (——) for two values of the temporal
trace parameter A = 0.5 and A = 0. Right: ROC curves and area under the ROC for same face
vs. different face discrimination of the feedforward system outputsfor training images (top) and
test images (bottom).

cluster. Note however, that for individuals 4 and 5, the representation of views
a and b are not correlated with that of views d and e. The attractor network
of the bottom plot was trained on the face codes shown in the middle plot,
with A = 0.5. The attractor network increased the correlation in face codes for
different views of an individua. In the sample shown, the representations for
individuals 1 - 4 became viewpoint invariant, and the representations for the
views of individual 5 became highly correlated. Consistent with the findings
of Weinshall & Edelman (Weinshall and Edelman, 1991) for idealized wire-
framed objects, units that were active for one view of afacein the input to the
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Figure 7.7. Pose tuning and ROC curves of the attractor network for training images (top)
and test images (bottom). Left: Mean correlationsin sustained activity patterns in the attractor
network for pairs of face images are presented by change in pose. Correlations across different
views of the same face (-) are compared to correlations across different faces (——) for five
values of the temporal trace parameter A. Right: ROC curves and area under the ROC for same
face vs different face discrimination of the sustained activity patterns for training images (top)
and test images (bottom).

attractor network exhibited sustained activity for more views, or al views of
that face in the attractor network.

The storage capacity of this attractor network, defined as the maximum
number of individual faces that can be stored and retrieved in a view-invariant
way, Finqz, depends on severa factors. These include the load parameter, %,
where P is the number of input patterns and N is the number of units, the
number of views, s, per individual, and the coding efficiency, or sparseness,
yo- A detailed analysis of the influence of these factors on capacity has been
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Figure 7.8. Coding of real face image data. Top: Coding of 5 faces in network layer 2
following training of the feedforward connections only, with no temporal lowpassfilter (A = 0.)
The vertical axisisthe input image, with the five poses of each individual labeled a,b,c,d,e. The
two active units for each input image are indicated on the horizontal axis. Middle: Coding of
the same five faces following training of the feedforward connections with A = 0.5. Bottom:
Sustained patterns of activity in the attractor network for the same five faces, where both the
feedforward and the lateral connectionswere trained with A = 0.5.
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presented el sawhere (Pargaand Rolls, 1998). Seealso (Gardner, 1988; Tsodyks
and Feigel’man, 1988).

We will outline some of these influences here. It has been shown for the
autoassociative Hopfield network, for which the number of fixed points equals
the number of input patterns, that the network becomesunstablewith % > 0.14
(Hopfield, 1982). For the present network, we desired one fixed point per
individual, where there were s = 5 input patterns per individual. Thus the
capacity depended on £, where F = £ was the number of individualsin the
input. The capacity of the attractor network also depended on the sparseness,
10, SINCe capacity increases as the mean activity level decreases according to
(yo\ln(yo)|)’1 (Gardner, 1988; Tsodyks and Feigel’ man, 1988). Specifically,
the capacity of attractor networks with {0, 1} coding and s input patterns per
desiredmemory depends onthe number of neurons, NV, andthesparsenessof the
input patterns, yg, in the following way (Tsodyks and Feigel’ man, 1988; Parga
and Rolls, 1998):

E < 0.2
N ™ g2y In (%)

For the network with N = 70 units, sparseness yo = 0.029, and s = 5 views
per individual, the maximum load ratio was % = (.14, and the maximum
number of individuals that can be stored in separate basin of attraction was
Fraz = 10.

Since storage capacity in the attractor network depends on coding efficiency,
the proportion of activeinput unitsper pattern, the attractor network component
of the model required itsinput representationsto be sparse. Sparse inputs may
be an appropriate assumption, given the sparseness of responses reported in
V4 (Galant et d., 1994) and area TE, a posterior IT region which projects to
the anterior IT regions where transformation invariant responses can be found
(Tanaka, 1993). The representations of faces in the attractor network itself
were |ess sparse than its input, with a mean unit activity of 0.19 for each face,
compared to 0.03 for itsinput, and each unit participated in the coding of 13 of
the 100 images on average in the attractor network, compared to 3 images for
itsinput. The coding levels in the attractor network were consistent with the
sparse-distributed face coding reportedin I T (Young and Yamane, 1992; Abbott
et a., 1996).

We evaluated face recognition performance of the attractor network using a
nearest neighbor classifier on the sustained activity patterns at several loading
levels. Table7.2 gives percent correct recognition performance of the sustained
activity patterns in the network trained on real face data. Test patterns were
assigned the class of the pattern that was closest in Euclidean distance. Each
patternwastakeninturn asatest pattern and comparedto the other 99, andthena
mean was taken acrossthe 100 test cases. Classification performance depended

(7.10)
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Attractor Network Eigenfaces
F P |N £ %Correct | % Correct
5 25|70 .07 100 100
10 50 | 70 14 Q0 90
20 100 | 70 .29 61 87

Table 7.2. Nearest neighbor classification performance of the attractor network. F: Number

of individuals; P: Number of input patterns; N: Number of units. Classification performance

is presented for three values of the load parameter, % Results are compared to Eigenfaces

for the same subset of faces. Classification performance of the attractor network is good when
F

~ <0.14

N

on the load parameter, £-. Performance was quite good when £ << 0.14,
and decreased as £ increased beyond thisvalue. Classification errors occurred
when two or more individuals shared asingle basin of attraction.

Classification performance of the network for FF = 10 was below 100%
because not all fixed points were found. The set of input patterns did not
cover al 10 basins of attraction. Since the input patterns (the outputs of the
feedforward system) were driven by real face images, the input patterns were
not constrained to be orthogonal. When the input patterns were orthogonal,
such as the idedlized data in Figure 7.4 in which each input was coded by
activity in a different unit, then al fixed points were found for F = Fj,4,
individuals, and classification performance was 100%.

3. DISCUSSION

Many cellsin the primate anterior inferior temporal |obe and superior tem-
poral sulcus maintain their response preferences to faces or three-dimensional
objects over substantial changes in viewpoint (Hasselmo et al., 1989; Perrett
et a., 1989; Logothetisand Pauls, 1995). This set of simulations demonstrated
how such viewpoint invariant representations of faces could be devel oped from
visual experience through unsupervised learning.

The inputs to the model were similar to the responses of V1 complex cells,
and the goal wasto apply unsupervised learning mechanismsto transform these
inputs into pose invariant responses. We showed that alowpass temporal filter
on unit activities, which has been related to the time course of the modifiable
state of a neuron (Rhodes, 1992), cooperates with Hebbian learning to (1)
increase the viewpoint invariance of responses to faces in a feedforward sys-
tem, and (2) create basins of attraction in an attractor network which associate
temporally proximal inputs. This simulation demonstrated how viewpoint in-
variant representations of complex objects such as faces can be devel oped from
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visual experience by accessing the temporal structure of the input. The model
addressed potentia roles for both feedforward and latera interactions in the
self-organization of object representations, and demonstrated how viewpoint
invariant responses can be learned in an attractor network.

Temporal sequences contain information that can aid in the process of rep-
resenting and recognizing faces and objects. Human subjects were better able
to recognize famous faces when the faces were presented in video sequences,
as compared to an array of static views (Lander and Bruce, 1997). Recognition
of novel views of unfamiliar faces was superior when the faces were presented
in continuous motion during learning (Pike et al., 1997). Stone (Stone, 1998)
found that recognition rates for rotating amoeboid objects decreased, and re-
action times increased when the temporal order of the image sequence was
reversed in testing relative to the order during learning. The dynamic signal
therefore contributed to the object representation beyond providing structure-
from-motion. This model in this paper presented a means by which temporal
information can be incorporated in the representation of aface.

Related models that have been developed independently support the results
presented in this paper. Wallis and Rolls (Wallis and Rolls, 1997) trained
a hierarchical feedforward system using Hebbian learning and the temporal
activity trace of Equation 7.1. Their system successfully learned translation
invariant representations of seven faces, and rotation invariant representations
of three faces. Parga and Rolls (Parga and Rolls, 1998) presented a detailed
analysis of the phase transitions and capacity of an attractor network related
to the recurrent layer of the present network. Their work focused on the
thermodynamic properties of thisattractor network, usingapredefined coupling
matrix and idealized stimuli. Our work extends this analysis to the learning
mechanismsthat could give rise to such aweight matrix, and implementsthem
in a system taking real images of faces asinput.

The feedforward processing in this model was related to spatio-temporal
principal component analysis of the Gabor filter representation. It has been
shown that competitive Hebbian learning finds the principal components of the
input data (Oja, 1989; Sanger, 1989). The learning rule in the feedforward
component of this model extracted information about how the Gabor filter
outputs covaried in recent temporal history in addition to how they covaried
over static views.

Inthismodel, poseinvariant face recognition was acquired by learning asso-
ciations between 2-dimensional patterns, without recovering 3-D coordinates
or structural descriptions. It has been proposed that 3-D object recognition may
not require explicit internal 3-dimensional models, aswas previously assumed,
and recognition of novel views may instead be accomplished by linear (Ullman
and Basri, 1991) or nonlinear combination of stored 2-D views (Poggio and
Edelman, 1990; Bulthoff et al., 1995). Such view-based representations may
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be particularly relevant for face processing, given the recent psychophysical
evidencefor face representations based on low-level filter outputs (Biederman,
1998; Bruce, 1998).

Further support for view-based representations comes from arelated model
that simulated“ mental rotation” response curvesinasystem that stored multiple
2-dimensional views and their temporal associations (Weinshall and Edelman,
1991). Weinshall and Edelman trained a 2 layer network to store individual
views of wire-framed objects, and then updated |ateral connectionsin the output
layer with Hebbian learning as the input object rotated through different views.
The strength of the association was proportional to the estimated strength of
the perceived apparent motion if the 2 views were presented in succession to
a human subject. After training the lateral connections, one view of an object
was presented and the output activity was iterated until al of the units for
that object were active. When views were presented that differed from the
training views, correlation in output ensemble activity decreased linearly as a
function of rotation angle from the trained view, mimicking the linear increase
in human response times that has been taken has evidence for mental rotation
of an internal 3-D model (Shepard and Cooper, 1982).

In example-based model s of recognition such asradial basis functions (Pog-
gio and Edelman, 1990), neurons with view-independent responses are pro-
posed to pool responses from view-dependent neurons. Our model suggests a
mechanismsfor how this pooling could be learned. Logothetis and Pauls (Lo-
gothetis and Pauls, 1995) reported a small percentage of viewpoint invariant
responses in the AIT of monkeys that were trained to recognize wire-framed
objects across changes in view. The training images in this study oscillated
+10° from the vertical axis. The temporal association hypothesis presented in
this paper suggests that more viewpoint invariant responses would be recorded
if the monkeys were exposed to full rotations of the objects during training.
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Chapter 8

CONCLUSIONSAND FUTURE DIRECTIONS

Horace Barlow has argued that redundancy in the sensory input contains
structural information about the environment. Completely non-redundant stim-
uli are indistinguishable from random noise, and the percept of structure is
driven by the dependencies (Barlow, 1989). According to Barlow’s theory,
what is important for a system to be able to detect is new regularities that
differ from the environment to which the system has been adapted. These
are what Barlow refersto as “ suspicious coincidences.” Learning mechanisms
that encode the dependencies that are expected in the input and remove them
from the output better enable a system to detect these new regularitiesin the
environment. Independencefacilitatesthe detection of high-order relationships
that characterize an object because the prior probability of any particular high
order combination of featuresis low. Incoming sensory stimuli are automat-
ically compared against the null hypothesis of statistical independence, and
suspicious coincidences signaling a new causal factor can be more reliably
detected. A number of unsupervised learning agorithms have been devised
that attempt to learn the structure of the input by employing an objective of
reducing statistical dependencies between coding elements.

Some of the most successful algorithms for face recognition are based on
learning mechanisms that are sensitive to the correlations in the face images.
Representations such as"eigenfaces' (Turk and Pentland, 1991) "holons" (Cot-
trell and Metcalfe, 1991), and “local feature analysis’ (Penev and Atick, 1996)
are data-driven face representations based on principal component analysis.
Principal component analysisisaway of encoding second order dependencies
inthe data by rotating the axes to correspond to directions of maximum covari-
ance. Principal component analysis separates the correlations in the input, but
does not address the high order dependencies such as the rel ationships among
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three or more pixels. In atask such as face recognition, much of the important
information may be contained in these high-order dependencies.

Independent component analysis is a generaization of PCA which learns
the high-order dependenciesin the input in addition to the correlations. An al-
gorithm for separating the independent components of an arbitrary dataset was
recently developed (Bell and Sejnowski, 1995). This algorithm is an unsuper-
vised learning rule derived from the principle of optimal information transfer
through sigmoidal neurons (Laughlin, 1981; Atick, 1992), and information
maximization (Linsker, 1988). The algorithm maximizes the mutual informa-
tion between the input and the output of a transfer function, which produces
statistically independent outputs under certain conditions. Independent com-
ponent analysis does not constrain the axes to be orthogonal, and attempts to
placethemin thedirectionsof statistical dependenciesinthedata. Each weight
vector in |CA attempts to encode a portion of the input dependenciesin order
to remove the redundancies from between the inputs and transform them into
redundancies within the response distributions of the individua output units.

Chapter 3 devel oped representations for face recognition based on statisti-
cally independent components of face images. The information maximization
algorithm was applied to a set of face images under two architectures, one
which separated a set of independent images across spatial location, and a sec-
ond which found an independent feature code acrossimages. Face recognition
performances with the ICA representations were compared to the Eigenface
approach, which is based on PCA. Both ICA representations were superior to
the PCA representation for recognizing faces across sessions and changes in
expression. A combined classifier that took account of the image similarities
within both ICA representations outperformed PCA for all conditions tested.
We have demonstrated el sswherethat | CA representations can outperform PCA
representations for recognizing faces across changes in pose, and changes in
lighting (Bartlett and Sejnowski, 1997).

Chapters5 and 6 compared image representationsfor facial expression anal-
ysis, and demonstrated that representationsderived from redundancy reduction
on the graylevel face image ensemble are powerful for face image analysis.
The independent component representation described above was compared to
anumber of other face image representation algorithms for recognizing facial
actionsin a project to automate the Facial Action Coding System (Ekman and
Friesen, 1978). Chapter 5 showed that a PCA representation gave better recog-
nition performance than a set of hand-engineered feature measurements. The
results also suggest that hand-engineered features plus principal component
representations may be superior to either one alone, since their performances
may be uncorrelated.

Chapter 6 compared the ICA representation to more than eight other im-
age representations, including analysis of facial motion through estimation of
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optical flow; holistic spatial analysis based on second-order image statistics
such as principal component analysis, local feature analysis, and linear dis-
criminant analysis; and representations based on the outputs of local filters,
such as a Gabor wavelet representations and local principal component anal-
ysis. Performance of these systems was compared to naive and expert human
subjects. Best performance was obtained using the Gabor wavelet representa-
tion and the independent component representation, which both achieved 96%
accuracy for classifying twelve facial actions. Theresults provided converging
evidencefor theimportance of possessing local filters, high spatial frequencies,
and statistical independence for classifying facial actions. Relationships have
been demonstrated between Gabor filters and statistical independence. Bell
& Segjinowski (Bell and Sgjnowski, 1997) found that the filters that produced
independent outputs from natural scenes were spatially local, oriented edge
filters, similar to a bank of Gabor filters. It has aso been shown (Simoncelli,
1997) that Gabor filter outputs of natural images are pairwise independent in
the presence of divisive normalization similar to the length normalization in
the Gabor representation of Chapter 6.

There are several synaptic mechanismsthat might depend on the correlation
between synaptic input at one moment, and post-synaptic depolarization at a
later moment. Chapter 7 examined unsupervised learning of viewpoint in-
variant representations of faces through spatio-temporal redundancy reduction.
Thiswork explored the development of viewpoint invariant responses to faces
from visua experience in abiological system. Through coding principles that
are sensitive to temporal redundancy in the input in addition to spatial redun-
dancy, it is possible to learn viewpoint invariant representations. In natural
visual experience, different views of an object or face tend to appear in close
temporal proximity as an animal manipulates the object or navigates around
it, or as aface changes expression or pose. A set of simulations demonstrated
how viewpoint invariant representations of faces can be developed from visual
experience by capturing the temporal relationships among the input patterns.
The simulations explored the interaction of temporal smoothing of activity sig-
nals with Hebbian learning (Foldiak, 1991) in both a feed-forward system and
arecurrent system. The recurrent system was a generalization of a Hopfield
network with alowpass temporal filter on al unit activities. Following training
on sequences of graylevel images of faces asthey changed pose, multiple views
of a given face fell into the same basin of attraction, and the system acquired
representations of faces that were approximately viewpoint invariant.

These results support the theory that employing learning mechanisms that
encode dependencies in the input is a good strategy for object recognition.
A representation based on the second-order dependencies in the face images
outperformed a representation based on a set of hand-engineered feature mea-
surementsfor facial expression recognition, and arepresentation that separated
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the high order dependenciesin addition to the second-order dependencies gave
better performance for recognizing facial identity than a representation that
separated only the second-order dependencies. In addition, learning strategies
that encoded the spatio-temporal redundancies in the input extracted structure
relevant to visual invariances.

Desirable filters may be those that are adapted to the patterns of interest and
capture interesting structure (Lewicki and Sejnowski, 2000). The more the
dependencies that are encoded, the more structure that islearned. Information
theory provides a means for capturing interesting structure. Information maxi-
mi zation leadsto an efficient code of the environment, resultingin morelearned
structure. Such mechanismspredict neural codesin both vision (Olshausen and
Field, 1996a; Bell and Sejnowski, 1997; Wachtler et al., 2001) and audition
(Lewicki and Olshausen, 1999). The research in this book demonstrated that
such mechanisms are al so effective for high level visual recognition tasks such
asfacial identity recognition and expression recognition.

As discussed in Chapters 2 and 3, the ICA algorithm produces sparse out-
puts (Bell and Sejnowski, 1997). Due to the advantages of sparse codes
for associative memory (Baum et al., 1988), the ICA factorial representation
would constitute a good input representation for the attractor network model
of Chapter 7. Preliminary explorations demonstrated the success of thisim-
plementation for learning pose invariant representations of faces (Bartlett and
Sejnowski, 1996a).

The spatio-temporal model of Chapter 7 focused on learning second-order
redundancies via Hebbian learning. Future directions for this research include
exploring spatio-temporal independent component analysis for learning visual
invariances. One method for extracting spatio-temporal independent compo-
nents is to perform ICA on image sequences, where the concatenated video
frames of a face changing pose are treated as a single sample (Sone €t d.,
1999). Alternatively, methods for extracting the spatio-temporal independent
components of a dataset X in which one dimension is space and the other
dimension is time are currently under development (Sone et al., 1999). Ina
similar vein, a recent review (Perus, 2001) proposed phase-Hebbian learning
as a means for incorporting high-order information in the attractor network
learning rule of Chapter 7. Another way to incorporate high-order information
in the attractor network learning ruleis by implementing aquantum associative
network (Perus, 2000), in which the real valued variables in a Hopfield net-
work aretranslated into quantum complex valued (phase information carrying)
values.

Another area for exploration is methods for extracting fewer sources than
mixtures for the independent component representations presented in Chap-
ter 3. In Chapter 3, the number of sources was controlled by reducing the
dimensionality of the data through principal component analysis prior to per-
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forming ICA. There are two limitations to this approach (Stone and Porrill,
1998). Thefirst isthe reverse dimensionality problem. It may not be possible
to linearly separate the independent sources in smaller subspaces. Since the
analysis in Chapter 3 retained a reasonably high dimensionality (200), this
may not have been a serious limitation of this approach. Secondly, it may
not be desirable to throw away subspaces of the data with low power such
as the higher principal components. Although low in power, these subspaces
may contain independent components, and the property of the datawe seek is
independence, not amplitude. Techniques have been proposed for separating
sources on projection planes without discarding any independent components
of the data (Stone and Porrill, 1998).

The information maximization algorithm employed to perform independent
component analysis in this thesis assumed that the underlying “causes’ of
the pixel graylevels in face images had a super-Gaussian (peaky) response
distribution. Many natural signals, such as sound sources, have been shown to
have a super-Gaussian distribution (Bell and Sejnowski, 1995). Theunderlying
“causes’ of the pixel graylevels in the face images are unknown, and it is
possible that some of the causes could have had a sub-Gaussian distribution.
Any sub-Gaussiansourceswould haveremained mixed. Methodsfor separating
sub-Gaussian sources through information maximization have recently been
developed (Lee et al., 1999), and another future direction is to examine sub-
Gaussian components of face images.

The information maximization algorithm employed in this thesis also as-
sumed that the pixel values in face images were generated from a mixing
process that could be linearly approximated. This linear approximation has
been shown to hold true for the effect of lighting on face images (Hallinan,
1995). Other influences, such as changes in pose and expression, have non-
linear effects. Although the effects of small changes in pose and expression
may be linearly approximated, an algorithm for extracting nonlinear indepen-
dent components may be better suited to representing these contributions to
the pixel values. Nonlinear independent component analysis in the absence
of prior constraintsis an ill-conditioned problem, but some progress has been
made by assuming a linear mixing process followed by parametric nonlinear
functions (Lee et a., 1997).

A second approach to independent component analysis involves building a
generative model of the data using maximum likelihood methods (MacKay,
1996). Each data point z is assumed to be a linear mixture of independent
sources, z = As, where A isamixing matrix, and s contains the sources. A
likelihood function of the data can then be generated under this model, with
the assumption that the sources s are independent. The elements of the basis
matrix A and the sources s can then be obtained by gradient ascent on the log
likelihood function. Factors that combine nonlinearly to influence the pixel
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graylevels such as pose and lighting can be separated with in this framework
as follows (David Mackay, persona communication). Each source, s; can be
modeled as a nonlinear combination of other sources. For example s could me
modeled as a multiplicative interaction of a pose parameter p and a lighting
parameter [ by s; = p;l;. The maximum likelihood problem then becomes one
of maximizing P(z|p,[, A), where the products s; = p;l; are assumed to be
independent.

An dternative method for representing the face images that can accom-
modate nonlinear mixtures of sources isto learn an “overcomplete” basis set
(Lewicki and Olshausen, 1998). In this representation, more bases are learned
than are necessary to completely describe the data, hence the term “over-
complete” Overcomplete bases can be learned from a generalization of the
maximum likelihood | CA algorithm, and can result in codesthat are anonlinear
function of the data. Although a complete basis is sufficient to describe the
data, overcompl ete bases are better able to capture the underlying structure of
complicated data distributions.
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