Principles of Autonomous Neurodynamics
La Jolla, CA, July 27-29, (2009)

Information Maximization in Face Processing

Marian Stewart Bartlett
Institute for Neural Computation
University of California, San Diego
marni@salk.edu

Abstract

This talk explores principles of unsupervised learning and how they may relate to face recognition. Dependency coding and information maximization appear to be central principles in neural coding early in the visual system. These principles may be relevant to how we think about higher visual processes such as face recognition as well. The talk first reviews examples of dependency learning in biological vision, along with principles of optimal information transfer and information maximization. The talk then explores studies of human face perception from an information maximization perspective. We suggest that dependency learning is relevant to human face perception as well, and present an information maximization account of perceptual effects such as the atypicality bias, and face adaptation aftereffects.